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           A vision of nano 
 At an American Physical Society meeting banquet on Dec. 29, 

1959, Richard Feynman gave a talk entitled, “There’s Plenty 

of Room at the Bottom.”  1   He envisioned a strange future in 

which the entire 24 volumes of the  Encyclopedia Britannica

are written and read on the head of a pin using an electron 

microscope, where one makes a billion little lathes and 

“hands” to make still smaller lathes. Five decades later, we 

are well on our way to the prescient predictions of Feynman, a 

fi eld now known as nanoscience and nanotechnology. Beyond 

mundane geometric scaling, Feynman envisioned fundamen-

tal physical and mechanical challenges and discoveries arising 

with miniaturization, such as problems with lubrication (“let 

the bearings run dry”), actuation (“internal combustion engine 

is impossible”), and “new kinds of effects.” 

 In this issue of  MRS Bulletin , we focus on one such “new 

kind of effects” that has already given us better lasers, faster 

transistors, better catalysts, and is poised to offer much more 

in the foreseeable future. At its root, this effect arises out of a 

mantra in the mechanics of materials, “smaller is stronger,”  2 

the science of which started in the 1950s  3   and is vigorously 

developing today, and which Feynman could not have known 

about in 1959. He would be interested in its consequence: 

as nanomaterials are mechanically much stronger, at low 

temperatures at least,  4   we can apply far greater shear or ten-

sile stresses to tune their physicochemical properties than is 

possible with traditional materials before the onset of plas-

ticity or fracture, which relaxes the stress, elastic strain, and 

strain-tunable functional properties. Thus with so-called 

“ultra-strength materials,”  2   such as nanostructured silicon, 

pseudomorphic platinum fi lm, and MoS 2  atomic sheet,  5 , 6 

we can rationally engineer the six-dimensional (6D) elastic 

strain   ε e , a continuously tunable set of variables, just like 

we can tune the chemical composition of a septenary alloy. 

The strain game would be to tune the electronic, magnetic, 

optical or plasmonic, ionic, phononic, thermoelectric, or cat-

alytic properties, which is denoted as  A  for “any” physico-

chemical property or fi gure-of-merit, such as bandgap, carrier 

mobility, superconducting transition temperature, or electro-

catalytic activity of a given material. 

 A window of opportunity has thus opened and has gotten 

wider over the last two decades, to a vast unexplored space 

for materials and device development, the size of which is 

probably unprecedented ever since chemical alloying was 

discovered. To paraphrase Feynman, there is not only room at 

the bottom, there is plenty of room at the bottom—by elastic 

strain engineering. The “room” we have in mind is the para-

metric space of   ε e , the volume of which scales as a generic 

deviatoric (non-hydrostatic) elastic limit  ε  ec  to the fi fth power. 

 ε  ec , in accordance with “smaller is stronger,”  1   scales up as 

 ε  ec ∝ L– α   , where  L  is a dominant characteristic length scale of 

the material that can be the grain size in a bulk nanocrystalline 
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material as in the Hall-Petch relation,  7   the thin-fi lm thickness, 

or the sample size  8  , and  α  is an exponent,  2   usually between 0.5 

and 1. This space of opportunity is much larger than that of 

high-pressure physics, which scales linearly with the pressure 

limit. Indeed, strain engineering (SE)—which consists of both 

elastic strain engineering (ESE) and inelastic strain engineering 

(ISE), is by defi nition a superset of high-pressure physics.   

 Material under strain 
 High-pressure physics has demonstrated that amazing physi-

cal properties can be achieved by stress; for example, solid 

sodium can be turned into an electronic insulator and become 

transparent to visible light  9   by applying a large compres-

sive stress ( σ  11  =  σ  22  =  σ  33  = – P  < 0) conveyed by a pressure-

transmitting fl uid in a diamond anvil cell. It is well known 

that all properties of a crystalline material depend on its lat-

tice parameters and the shape of the unit cell. However, it is 

only in the last two decades that the possibility of applying 

a large non-hydrostatic stress, for example a shear stress 

 τ  ( σ  11  =  τ ,  σ  22  = – τ ), or a uniaxial tensile stress ( σ  11  > 0,  σ  22  

=  σ  33  = 0), can be used experimentally to signifi cantly alter 

the functional properties of a material. The main diffi culty is 

that unlike hydrostatic pressure, both shear stress and tensile 

stress in materials can be relaxed by plasticity 

or fracture (see   Figure 1  , top right panel). 

Traditional materials usually cannot sustain 

elastic shear strain or tensile strain exceeding 

0.2–0.3% before such inelastic relaxations set 

in. In recent years, however, a new class of 

materials called ultra-strength materials  2   has 

arisen, which can sustain shear or tensile strain 

exceeding 1% over the entire sample and for 

time periods suffi ciently long for functional 

applications.     

 Some basic notions of mechanics of materials 

would be helpful for non-specialists. Strain   ε   

is a 3 × 3 symmetric tensor, with six indepen-

dent components. In this article, we focus 

on the non-hydrostatic (deviatoric) part of   ε  , 

with 6 – 1 = 5 independent components (the 

single hydrostatic degree of freedom is the 

domain of high-pressure physics). The total 

strain   ε   at a given point  x  in the material can 

be decomposed into the sum of elastic strain 

and inelastic strain:   ε  ( x )  ≡    ε   e ( x ) +   ε   i ( x ).   ε   e ( x ) 

describes distortion of the Bravais lattice 

vectors of “good crystals” away from defect 

cores and can be directly measured by select-

ed-area electron or x-ray diffractions.   ε   i ( x ) 

corresponds to bonding topology or phase 

transformation changes and can be harder to 

experimentally quantify locally. To a good 

approximation, the local stress   σ  ( x ) is a function 

of only the local elastic strain:   σ  ( x ) ≈   σ  (  ε   e ( x )). 

The analogy between strain fi eld   ε  ( x ) and 

chemical concentration fi eld  c ( x ) in alloys is apt, since both 

quantities are internally conserved and have volume integrals 

set by external boundary conditions (displacement and mass 

action, respectively). The elastic limit   ε   ec  is like the solubil-

ity limit of a single phase in chemical free energy: dumping 

  ε  ( x ) into a volume beyond   ε   ec  would cause “precipitation” of 

the total strain into inelastic strain   ε   i ( x ), which is very large 

in amplitude but spatially localized  10 , 11   (such as in between 

two adjacent atomic planes in dislocation-swept areas, where 

  ε   i ( x )  ∼  1), plus a residual elastic strain fi eld, which is delocal-

ized spatially but is smaller in amplitude. In ESE, one aims to 

achieve an unconventionally large amplitude   ε   e ( x ), which can 

be slowly varied in a pristine interior region to affect  A ( x ) of 

the “good crystal.” 

 Besides ESE, one can also engineer the inelastic strain pat-

tern   ε   i ( x ) to control properties, for example, by controlling slip 

or deformation twinning, martensitic phase transformation, or 

multiferroic domain patterns.  12   As inelastic strains are local-

ized in microstructures such as dislocation-swept areas, new 

grains, or domain variants (or new martensitic phases), ISE 

is philosophically direct kin of “microstructure control prop-

erties,” probably the best known mantra in materials science. 

In certain applications, where the property of interest is phase 

  

 Figure 1.      Elastic strain engineering imparts an additional layer of meaning to Richard 

Feynman’s 1959 statement, “there’s plenty of room at the bottom.” For simplicity, we use 

only two principal stress/strain axes to illustrate the six-dimensional strain space (stress 

 σ , and elastic strain  ε  e ). The dashed line is the ideal strength/strain surface   ε   ideal . High-

pressure physics mostly explores the narrow region along the negative diagonal line, and 

mechanical properties explorations before 1986 were mostly limited to the small deviatoric-

stress and tensile-stress region. Since the mid-1990s, there has been an explosion of 

activities making and placing nanomaterials in the ultra-strength regime.    
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transformation, ESE and ISE are used in conjunction, and the 

entire approach is called SE. In this issue, Schlom et al. have 

a fascinating review on ESE and ISE of ferroic thin fi lms. 

In this case, an approach is to fi rst prepare the sample in pure 

ESE via epitaxial growth and elastic straining; and then 

for applications, to trigger multiferroic ISE transformations, 

whose key characteristics (such as Curie temperature) are 

changed by the ESE preparation in the fi rst step. While the 

two effects, ESE and ISE, intimately couple in the second 

step, in the fi rst step, one deals with pure ESE issues. 

 While microstructural/defect/domain engineering by ISE 

is very powerful, we focus more on the pure ESE aspects 

in this issue, wherein a large swath of the material is a “good 

crystal” and free of defects, with uniform or gradually vary-

ing   ε   e ( x ) inside. In the context of pure ESE, microstructures 

(such as surfaces and grain boundaries), to the extent that they 

exist on the periphery, only assist in the buildup of   σ  ( x ) and 

  ε   e ( x ) in the defect-free interior. We study mechanisms of 

inelastic relaxations, but only for the purpose of defeating 

them. For example, one might wish to suppress dislocation 

nucleation and diffusional creep so one can inject and main-

tain a large   ε   e ( x ), say 2% uniaxial tension along [111], in a 

piece of pristine silicon at 60°C for fi ve years, which is the 

life expectancy of a personal computer. In the context of pure 

ESE, microstructural evolution is something to be avoided or 

suppressed, as it often leads to stress relaxation and storage 

of unpredictable defects in the interior, which may lead to 

degradation of functional properties such as carrier mobility. 

So the philosophy and objective of ESE are somewhat distinct 

from those of traditional materials processing. We note that 

historically, when metallurgists fi rst described “microstructure 

control properties,” they had mostly mechanical properties in 

mind. They were not, by and large, thinking of fundamentally 

changing physical or chemical properties. ESE, on the other 

hand, aims to do exactly that. For example, through tensile 

straining, ESE aims to reduce the bandgap of germanium and 

change it from an indirect bandgap semiconductor to a direct 

bandgap semiconductor so it can become a better gain medium 

for lasers.  13   

 The basic difference between “ultra-strength materials”  2   

and conventional materials is the following. While a conven-

tional piece of steel can easily stretch or bend by 30%, more 

than 99% of the injected total strain turns into plastic strain, 

and less than 1% of that remaining is elastic strain   ε   e . Indeed, 

few conventional materials produced before 1970, whether 

steels or wafer-scale silicon, can withstand a sample-wide 

elastic strain level exceeding 1%, which is what one needs to 

achieve signifi cant physical property changes. (From  ab initio  

quantum mechanical calculations, we know for instance if the 

lattice constant of a semiconductor dilates by 1%, there can 

be  ∼ 100 meV change in the bandgap,  5   which is signifi cant). 

 The reason is simple. Steels have a Young’s modulus 

 E   ∼  200 GPa, so   ε   e  > 1% means sustaining  ∼ 2 GPa stress sample-

wide, which exceeds the yield strength of most steels. Thus, in 

a stress ramp-up experiment, dislocations would start to move 

and multiply probably around   ε   e  = 0.3% (if we assume a yield 

strength of 600 MPa), meaning we can no longer inject much 

more   ε   e  with further stretching or bending, while numerous 

dislocations start to evolve everywhere. The same is true for 

a bulk ingot of silicon or a silicon wafer ( E   ∼  150 GPa):   ε   e  > 1% 

means sustaining 1.5 GPa tensile stress indefi nitely. A 12-inch 

silicon wafer would fracture probably at one-tenth of that uni-

axial tensile stress. Few materials produced before 1970 are 

therefore suitable for ESE. 

 ESE, as a theoretical concept, is not new, and many 

researchers likely have thought about it. But without real 

samples, ESE could not have become an experimental reality. 

Unbeknownst to most researchers, there were a few excep-

tions to this materials vacuum before 1970. Metallic whiskers 

grown at the General Electric Company with a smallest diam-

eter of 1.2  μ m were found to withstand several percent tensile 

elastic strain by Sidney S. Brenner in 1956.  3   (These whiskers 

were the predecessors of nanowires that have been extensively 

studied since the late 1990s.) 

 Ultra-strength material is defi ned as being able to sustain 

sample-wide elastic strain levels exceeding 1% (for exam-

ple, uniaxial tensile strain  ε   xx   > 1% or engineering shear 

strain  γ   xy    ≡  2 ε   xy   > 1%) at the service temperature of interest over 

anthropologically useful timescales such as months, years, or 

decades. The qualifi cation of space-time volume is important: 

even with conventional materials, defect cores (such as at the 

crack tip) near the lattice can sustain very large stresses in 

a very local region. However, as stated earlier, in ESE, we 

try to avoid unintended defects and to use pristine material. 

Also, the qualifi cation of service temperature is important. 

Ultra-strength materials are created by “going nano.” At lower 

temperatures, “smaller is stronger” is true for most nanoma-

terials due to size confi nement of the dislocation population 

dynamics in ductile materials, or Weibull statistics of failure 

in brittle materials.  2   But when going to higher temperatures, 

smaller can be much weaker for nanomaterials due to the acti-

vation of diffusional creep.  4   The transition temperature,  T  trans , 

from “smaller is stronger” to “smaller is much weaker” scales 

with the melting point of the base material. Thus, ESE should 

be considered mostly for “hard nanomaterials” with relatively 

high melting points, for near-room-temperature applications, 

or below, such as superconducting cables. 

 The detailed reasons why nanostructured materials tend 

to have ultra-strength at lower temperatures, as well as the 

various mechanisms of stress relaxation, can be found in a 

comprehensive review.  2   A key reason is that free surfaces and 

grain boundaries infl uence the population dynamics of inelas-

tic strain carrying defects such as glissile dislocations and 

cracks, driving the “smaller is stronger” trend. Size-dependent 

sample preparation and sample quality (initial defect densities) 

are also critically important.  14     

 An ESE wonderland 
 Generally speaking, take any physical or chemical property 

 A  such as the thermoelectric fi gure of merit,  ZT , the gradient 
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 g   ≡   δ  A / δ   ε   e | a  0  is non-zero at the equilibrium lattice constant  a  0  

(unless  A  is the bulk Helmholtz free energy, per the defi nition 

of  a  0 ). This means if we want to optimize  A,  the stress-free 

state  a  0  is generally not the optimum, and by altering   ε   e  along 

± g , we can achieve desired changes in  A.  If we want to 

increase  A,  we tweak   ε   e  along + g ; if we want to decrease  A,  we 

take   ε   e  along – g . This amenability to tweaking, though trivial-

sounding, is what historically chemical alloying gave us. In an 

alloy melt, the chemical composition  X   ≡  [ X  Cu ,  X  Sn ,  X  Pb , . . . ] 

is continuously tunable. Historically, the composition of a 

Chinese bronze “88.3 wt% Cu, 9.9 wt% Sn, 0.64 wt% Pb, . . .” 

was likely the outcome of a gradient-aided trial-and-error 

search, where  A  is a thermomechanical fi gure of merit, and  X  

was tweaked to see how much  A  changes until diminishing 

returns were produced (local optimum). The recipe “88.3 wt% 

Cu, 9.9 wt% Sn, 0.64 wt% Pb, . . .” was defi nitely not the out-

come of  ab initio  quantum mechanical calculations or even a 

physical metallurgy understanding; for that we would have to 

wait until the end of the 20th century. 

 Of course,  A  may also “jump” sharply (instead of changing 

smoothly) if a fi rst-order phase transformation is encountered 

upon changing  X , when one hits the solubility limit. So what is 

the maximum   ε   e  one can ever hope to inject into a lattice while 

maintaining a single-phase homogeneous (defect-free) state? 

The answer is   ε   ideal , the ideal strain, defi ned as the upper 

bound to how much elastic strain a perfect crystal (without 

defects or even surfaces) can withstand at  T  = 0 K without 

losing homogeneity. This can be calculated by forbidding 

imaginary phonon frequencies in the entire Brillouin zone,  2 , 15   

similar to the defi nition of local spinodal stability in single-

phase solution (a positive-defi nite curvature in the free energy 

versus composition). Since   ε   e  lives in 6D space,   ε   ideal  is a 5D 

hypersurface, the crossing of which causes spontaneous strain 

localization.  10   The magnitude of   ε   ideal  is generally on the order 

of 0.1 (Frenkel sinusoid argument),  16   before the lattice spon-

taneously nucleates dislocations, cracks, or phase transforms, 

even at zero temperature.  10 , 12   Thus, ultra-strength materials, 

defi ned as taking up more than 1% elastic strain, would be 

carrying more than one-tenth the theoretical ideal strength. 

 Note that   ε   ideal  is a concept, computable for an imag-

ined perfect lattice under a periodic boundary condition at 0 K, 

whereas ultra-strength refers to an experimental reality about a 

real material at a fi nite temperature and with a signifi cant space-

time volume. Since “smaller is stronger,” the low-temperature 

strength champion, not surprisingly, is graphene, which has 

zero thickness in the  z  direction in the nuclei positions. 

A graphene monolayer experimentally demonstrated about 

a  ∼ 20% equal biaxial tensile elastic strain limit,  17   in agreement 

with predictions of soft phonons by  ab initio  density functional 

perturbation theory (DFPT) calculations.  15   Thus, the fact that 

ideal strain   ε   ideal  can be closely approached experimentally has 

been demonstrated.  18   

 The late John J. Gilman, a giant in the fi eld of mechanics 

of materials, wrote a book,  Electronic Basis of the Strength of 

Materials  (Cambridge University Press, 2008), in which he 

explained the innate connection between ideal strength—the 

point where bond breaking or bond switching has to happen 

spontaneously—and dramatic electronic-structure changes, 

such as closure of the bandgap in semiconductors. Since nearly 

all physical and chemical properties of a material depend on 

the electronic structure, and since the electronic structure must 

be altered in a drastic way near the point of spontaneous bond 

breaking, a material near the ideal-strain surface   ε   ideal  will have 

unusual or even singular physical and chemical properties that 

are dramatically different from those of the stress-free state. 

 This has been demonstrated in the DFPT calculations 

for graphene:  15   In the stress-free state, graphene has an  ω   ∝   k   2   

bending phonon branch in the phonon dispersion curve (for 

angular frequency  ω  and wave number  k ); with tensile strain, 

the  ω   ∝   k   2   branch disappeared. When strain is increased fur-

ther, a wide phononic bandgap opens up, which never existed 

in stress-free graphene. The 15%-stretched graphene is there-

fore a very different material from 1%-stretched graphene, 

phononically. Because the thermoelectric effect depends on 

phonon transport, and the Bardeen–Cooper–Schrieffer theory 

of superconductivity depends on electron-phonon coupling, 

dramatic changes in phonon dispersion may lead to dramatic 

changes in  ZT , or the superconducting temperature  T  c . In the 

same sense, 3%-strained germanium is unlike normal germa-

nium,  13   and 5%-strained germanium would also be different from 

3%-strained germanium. Five percent stretched germanium is 

also different from 5%-sheared germanium. 

 In crystals, not only do the elementary-excitation (e.g., 

electron, phonon, magnon) bands shift in value with strain, 

they also change from  ω   ∝   k   2   dispersion to  ω   ∝  | k|  dispersion, 

or in the topology of which band branch is higher and which 

band branch is lower (band inversions). It is thus not surpris-

ing that even the “fragility” or robustness of topological insu-

lators is proposed to be classifi ed by how much elastic strain 

they can sustain before their topological non-trivialness (genus 

of band topology) changes.  19   ESE not only has the ability to 

change values of properties, it can also push chemical and 

physical behavior toward singularities and induce topological 

changes, creating an ESE wonderland. This wonderland has 

been in the heads of theorists for a long time. But now, it is well 

poised to become an experimental reality in many materials 

subfi elds. 

 For monolayers such as graphene and MoS 2 , as well as van 

der Waals heterostructures,  6   the three in-plane strain compo-

nents  ε   xx  ,  ε   yy  , and  ε   xy   should be treated differently from the out-

of-plane deformation characteristics. One may say that a true 

monolayer like graphene does not have out-of-plane strain, 

but in that case, due to the ease of bending, one must also con-

sider the infl uence of elastic bending (3 degrees of freedom, 

the two principal bending curvature values plus the angle 

of one principal axis) on local physicochemical properties, 

which is a limiting case of the more general “fl exoelectric” 

(“strain gradient  ∇   ε   e ”) effect.  20   Furthermore, there are atomic 

coordinates’ “internal shuffl ing” degrees of freedom that may 

be exploited in MoS 2  and van der Waals heterostructures,  6   so 
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the ESE wonderland of 2D materials is no less rich and exotic 

than that of 3D materials. 

 Recently, meticulously designed artifi cial “metamaterials” 

and origami materials have attracted much interest, with 

intended applications as photonic crystals, plasmonics, etc. 

When these materials are made of elastomers, or have bending/

folding based architecture, they tend to be highly deformable 

in a reconfi gurable manner (e.g., “mechanical metamaterials”) 

and therefore also provide a playground for ESE and ISE  21   of 

photonic and phononic properties, for example.   

 Four pillars of ESE 
 ESE has one gigantic commercial success already that can 

serve as its poster child: strained silicon technology, where 

biaxial or uniaxial tensile strain up to a few percent is applied 

to a 10 1 –10 2  nm wide silicon channel (by epitaxial strain to 

Si 1– x  Ge  x   substrate for example) to achieve dramatic accelera-

tion in carrier mobility by up to a few hundred percent. The 

physics behind mobility enhancement is attributed mainly to 

the reduction of the effective mass of electron or hole carriers 

and band degeneracy lifting, which can be modeled by  ab initio  

band structure calculations. This piezoresistance effect  22   has 

been demonstrated for a long time. The physics is relatively 

straightforward. But achieving and sustaining   ε   e  > 1% reli-

ably in silicon in hundreds of millions of transistors for fi ve 

years in real life, which is what is needed for computers and 

smartphones, is a great achievement of materials science and 

engineering. Note that the main reason silicon can take up a 

few percent tensile strain, without fracturing, is because it is 

in the form of a nanochannel (“small-volume material”) and 

not as a whole wafer. 

 The concept of strained silicon technology was revived 

at the Massachusetts Institute of Technology and Stanford 

University in the early 1990s, and IBM and Intel achieved 

major commercial successes in the mid-2000s, creating billions 

of dollars of added value every year. For the last decade, 

strained silicon technology has been one of the main contribu-

tors to so-called “non-classical scaling,” delaying the even-

tual breakdown of Moore’s law. In the article by Bedell et al. 

in this issue, this industrial technology is reviewed in detail. 

Strained semiconductors have also found commercial applica-

tions in quantum well lasers, light-emitting diodes, and many 

other optoelectronic applications. 

 Still, ESE is relatively obscure today, if compared with 

what high school students know about what chemical met-

allurgy has done for human civilization (Bronze Age, Iron 

Age). Why is this the case? As shown in   Figure 2  , ESE 

requires four general ingredients or pillars: (1) synthesizing 

nanomaterials, (2) applying force at the nanoscale and mea-

suring physical and chemical effects, by lab-on-a-chip for 

instance, (3) characterizing elastic strain distribution and 

deformation mechanisms, and (4) accurate  ab initio  model-

ing of strain effects on physicochemical properties and ideal 

strain. Some of these four ingredients did not exist before 

1980, and their grand confl uence started only in the late 1990s.     

 First, ESE requires nanomaterials that can take a large 

dynamic range of elastic strain. Carbon nanotubes were iden-

tifi ed in 1991. Bulk nanocrystals were popularized in the 

mid-1990s. Without these advances in synthesis, and the 

explosive proliferation of nanomaterials today, ESE could not 

have taken off. 

 Second, for discovery-style exploration of the large para-

metric space of strain, one needs “hands” to apply forces at 

the nanoscale. Binnig and Rohrer received their Nobel Prize 

in Physics in 1986 for invention of the scanning tunneling 

microscope, which led Binnig, Quate, and Gerber to invent 

the atomic force microscope (AFM) also in 1986. We can use 

1986 as a landmark in nanoscience and nanotechnology. After 

1986, with subsequent development of instrumented nanoin-

dentation  23   and MEMS/NEMS, the ability of humans to 

impose force and strain on materials at will at the nanoscale 

was greatly enhanced. To directly measure physical and chemi-

cal property changes at small scales, we also need to greatly 

advance lab-on-a-chip and MEMS/NEMS technologies. In 

the future, we probably need “a hundred tiny hands” (actuators) 

that Feynman envisioned and an equal number of sensors for 

local ESE measurements  in situ.  

 Third, to experimentally measure the actual elastic 

strain distribution inside a functional material requires high-

resolution microscopy and spectroscopy,  24   which have been 

continuously developing at stunning speed (see article by 

Hytch and Minor in this issue). If the intended elastic strain 

relaxes prematurely, one would also want to probe the mecha-

nisms of stress relaxation (dislocation slip, diffusion, fracture, 

etc.) and methods to defeat them. These involve the develop-

ment of both long-timescale modeling  25 , 26   and  in situ  micros-

copy  4 , 12 , 27 , 28   techniques for deformation mechanism studies. 

 Fourth, we are no longer in the Stone Age and need to 

go beyond trial-and-error approaches used by our ancestors 

for developing chemical metallurgy. The strain space is large 

and easy to get lost in, so we need theory and calculations 

to guide us toward the upper bound to elastic strain  15   and 

  

 Figure 2.      Four ingredients of elastic strain engineering must 

converge for explosive growth of this fi eld.    
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how much change in properties  5 , 29   can be induced by strain. 

High-powered  ab initio  calculations, including both electronic 

ground-state and excited-state calculations,  5   are crucially 

needed. This closely matches the philosophy behind the 

Materials Genome Initiative, which proposes accelerating 

materials discovery and development by computation and 

data mining. 

 Explosive growth of ESE requires careful and meticulous 

experiments, from synthesis to applying load, to characterizing 

strain distribution, to local property measurements and diagnos-

tics. The agreement between theoretical predictions and measure-

ments also builds confi dence. The grand confl uence of trends in 

the four pillars only started in the last two decades or so, and 

is accelerating rapidly today. In view of the long timescale our 

ancestors took to fi gure out chemical metallurgy, two decades is 

a just a blip on the time axis, and there is already a billion-dollar 

strained semiconductor industry to show for it. In view of the 

extraordinary number of properties elastic strain could affect, 

we are just getting started in our exploitations of ESE.   

 Recent progress 
 The fi rst general symposium on ESE was held as part of the 

2013 MRS Fall Meeting. The main purpose of this symposium 

was to (a) cross-link different materials communities: strained 

oxides, strained atomic sheets, strained catalysts, strained sili-

con technology, and nanomechanics, and (b) to delineate com-

mon toolkits (such as theory and modeling, lab-on-a-chip, and 

nanoelectromechanical systems) and roadmaps for rational 

ESE. The interdisciplinary and cross-materials-classes natures 

of the symposium were evident. 

 This issue of  MRS Bulletin  contains contributions from fi ve 

invited speakers of the symposium, bringing together different 

communities that use elastic strain to control functional prop-

erties, from strained silicon technology (see article by Bedell 

et al.) that is already at the industrial scale, to strain effects 

on chemical kinetics, including ionic conductors and catalysts 

(see article by Yildiz), strained ferroic fi lms for tuning phase 

transformations (see article by Schlom et al.), and strained 

atomic sheets and nanowires for novel optoelectronic effects 

(see article by Yu et al.). The experimental and theoretical 

toolkits for ESE are highlighted, such as precisely measuring 

large elastic strain fi elds by microscopy (see article by Hÿtch 

and Minor) and spectroscopy, generating strain and measuring 

properties  in situ  by lab-on-a-chip and MEMS/NEMS, pre-

dicting what strain will do to physical and chemical prop-

erties ( ab initio  to continuum scale modeling), and monitoring 

as well as understanding how large an elastic strain can be 

sustained and for how long (deformation mechanisms, defect 

evolution, and failure in ultra-strength materials). 

 New applications of ESE are constantly emerging. While 

most of the ESE applications thus far use static, uniform elastic 

strain, one example of non-uniform ESE is to make strain-

engineered atomic sheets as a broad-spectrum solar energy 

funnel. An atomic monolayer of MoS 2  can be stretched to 

11% experimentally.  30   First-principles calculations show that 

monolayer MoS 2  has a tunable bandgap from 1.9 to 1.1 eV 

when the tensile biaxial elastic strain increases from 0% to 

9%. A novel design for photovoltaic devices was proposed,  5   

where inhomogeneous elastic strain is imposed on a mechani-

cally clamped 2D membrane. Force balance requires the local 

strain to scale like 1/ r  (where  r  is distance to the indenter) for 

circular geometry. Since the bandgap changes approximately 

linearly with the local strain, this imposes a 1/ r  like deforma-

tion potential on electron and hole carriers, creating an “artifi -

cial atom,” but in 2D. 

 The 1/ r  fi eld leads to novel effects for both photon absorp-

tion and exciton transport. First, the spatially varying band-

gap enables it to absorb a broad spectrum of solar photons. 

Second, like a funnel, the 1/ r  deformation potential induces 

ballistic motion of neutral excitons toward the center and thus 

reduces recombination probability. Third, at the “nucleus” of 

the artifi cial atom, two nano-electrodes with different work 

functions are envisioned to separate the exciton, thus the charge-

separation region will be distinct and can be much smaller 

  

 Figure 3.      Elastic strain engineering of kilogram-scale Nb nanowires (a–b) is made possible by coupling them to a NiTi shape-memory matrix 

(b) “loader.” Completely reversible change in Nb lattice spacing, up to one million loading-unloading cycles, was demonstrated by  in situ  

synchrotron x-ray diffraction (c). Figure is reprinted with permission from Reference 35. © 2013 AAAS.    
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than the photon-absorption region of the device. Calculations 

of the exciton lifetime and mobility indicate the photon-

absorption “umbrella” can be up to microns in diameter. This 

strain-induced exciton funneling effect has been recently 

verifi ed experimentally,  31 , 32   and the same effect in elastically 

deformed nanowires was also demonstrated. 33,34  (see article 

in this issue by Yu et al.). 

 While functional applications such as logic, sensing, and 

computing may require only a small total mass of active mate-

rials, applications such as ionic conduction and superconduct-

ing cables may require bulk-scale ultra-strength materials. 

Freestanding nanotubes and nanowires have ultrahigh elastic 

strain limits (4 to 7%) and yield strengths, but exploiting their 

intrinsic mechanical properties in bulk nanocomposites has 

historically proven to be challenging. Recently, the superior 

elastic limits of nanowires were shown  35   to be preserved in 

a phase-transforming matrix (  Figure 3  ) based on the concept 

of elastic and transformation strain matching (ESE+ISE). By 

engineering the microstructure and residual stress to couple 

the true elasticity of Nb nanowires with the pseudoelasticity 

of a NiTi shape-memory alloy, a nanocomposite that possesses a 

large quasi-linear elastic strain of over 6%, a low Young’s mod-

ulus of  ∼ 28 GPa, and a high yield strength of  ∼ 1.65 GPa has 

been developed.  35   As verifi ed by  in situ  synchrotron diffrac-

tion (see  Figure 3c ), one is able to, for the fi rst time, stretch 

kilogram-scale nanowires to 6% elastic strain reversibly.  35   

This strain-matching approach opens new avenues for 

developing bulk functional nanocomposites by coupling a 

shape-memory alloy “loader” with 0D, 1D, and 2D nanoscale 

components for ESE of kilogram-scale active materials, 

based on the observation that the true elastic strain range of 

many nanoscale objects (e.g., nanotubes, nanowires, quan-

tum dots, graphene) happens to match the pseudoelasticity 

strain range of many shape-memory alloys. This may fi nd 

applications in enhancing ion transport and catalysis (see 

article by Yildiz), thermoelectric energy harvesting, and 

superconductivity by ESE.       

 Conclusion 
 Considering what chemical alloying has accomplished 

for human civilization, the long-term possibilities for elastic 

strain engineering (ESE) are mind boggling. The much larger 

dynamic range of deviatoric elastic strains that nanomaterials 

can sustain over months and years, which can be tensile in 

character, leads to the “new kinds of effects” that Feynman 

envisioned. The explosive growth and timely confl uence of the 

four ingredients needed for ESE—(1) synthesizing nanoma-

terials, (2) applying force at nanoscale and measuring physical 

and chemical effects, (3) characterizing elastic strain distribu-

tion and strain relaxation mechanisms, and (4) accurate  ab initio  

modeling of strain effects on physicochemical properties—in 

the past two decades and the signifi cant commercial suc-

cess of strained semiconductors technology suggest that 

we are just getting started in reaping tremendous benefi ts 

from ESE.     
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              The strain game 
 For at least 400 years, humans have studied the effects of 

pressure (hydrostatic strain) on the properties of materials.  1 

In the 1950s, it was shown that biaxial strain, where a fi lm is 

clamped to a substrate but free in the out-of-plane direction, 

can alter the transition temperatures of superconductors  2   ( Tc ) 

and ferroelectrics ( TC ).  3 

 What has changed in recent years is the magnitude of the 

biaxial strain that can be imparted. Bulk ferroic oxides are 

brittle and will crack under moderate strains, typically 0.1%. 

One way around this limitation is the approach of bulk crys-

tal chemists, to apply “chemical pressure” through isovalent 

cation substitution. A disadvantage of such a bulk approach, 

however, is the introduction of disorder and potentially unwant-

ed local distortions. Epitaxial strain, the trick of the thin-

fi lm alchemist, provides a potentially disorder-free route to 

large biaxial strain and has been used to greatly enhance the 

mobility of transistors  4 , 5   (see the article by Bedell et al. in this 

issue), increase catalytic activity (see the article by Yildiz in 

this issue), alter band structure  6   (see the article by Yu et al. in 

this issue), and signifi cantly increase superconducting,  7 , 8 

ferromagnetic,  9 – 11   and ferroelectric  12 – 16   transition temperatures. 

This approach, which we refer to as the “strain game,” is illus-

trated in   Figure 1   for elastically strained fi lms of oxides with 

the perovskite structure.     

 Strains of about ±3% are common in epitaxial oxide fi lms 

today,  17 – 20   with the record to date being a whopping 6.6% 

compressive strain achieved in thin BiFeO 3  fi lms grown on 

(110) YAlO 3 . 
 21 – 24   These strains are an order of magnitude 

higher than where these materials would crack in bulk.  25 – 27 

 Strained SrTiO 3  and the importance of suitable 
substrates 
 The strain game for ferroics was ignited by the demonstration 

that an oxide that normally is not ferroelectric at any tempera-

ture can be made ferroelectric at room temperature through 

the application of biaxial strain.  12   Such a gigantic shift in 

properties and  TC  had never before been clearly seen in any 
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ferroic system; nonetheless, this achievement was the experi-

mental realization of what had been predicted years earlier by 

theory.  28 , 29     Figure 2   shows the strain phase diagram of (001) p  

SrTiO 3  calculated by thermodynamic analysis,  12 , 14 , 15 , 28 – 30   where 

the p subscript indicates pseudocubic Miller indices. These 

predictions imply that a biaxial tensile strain on the order of 

1% will shift the  T  C  of SrTiO 3  to the vicinity of room tempera-

ture.  12 , 28 – 32   Although many researchers had grown SrTiO 3  fi lms 

on substrates with different spacings, the lattice mismatches 

were so large and the fi lms so thick that the fi lms were no 

longer elastically strained.     

 Fully commensurate, elastically strained epitaxial fi lms 

have the advantage that high densities of threading dislocations 

(e.g., the  ∼ 10 11  dislocations cm –2  observed, 

for example, in partially relaxed (Ba  x  Sr 1– x  )TiO 3  

fi lms)  33 , 34   are avoided. Strain fi elds around dis-

locations locally alter the properties of a fi lm, 

making its ferroelectric properties inhomoge-

neous and often degraded.  35 – 37   To achieve highly 

strained ferroic fi lms and keep them free of 

such threading dislocations, one needs to keep 

them thin, typically not more than a factor of 

fi ve beyond the Matthews-Blakeslee critical 

thickness, beyond which it becomes energeti-

cally favorable (though typically constrained 

by kinetics) for a fi lm to relax by the introduc-

tion of dislocations.  27 , 38   Thickness-dependent 

studies, involving the growth of a ferroic on 

just one substrate material to study the effect 

of strain in partially relaxed fi lms, are not as 

easy to interpret as experiments utilizing com-

mensurate fi lms grown on several different 

substrate materials covering a range of lattice 

spacings. In the former, the strains are inhomo-

geneous, and the high concentration of thread-

ing dislocations can obfuscate intrinsic strain 

effects. 

 Exploring the strain predictions in  Figure 2a  

was greatly simplifi ed by the development of 

new substrates with a broad range of spac-

ings to impart a desired strain state into the 

overlying SrTiO 3  fi lm. These substrates have 

the same structure as SrTiO 3 —the perovskite 

structure—but different lattice spacings. The 

number of perovskite single crystals that are 

available commercially as large substrates 

(with surfaces at least 10 mm × 10 mm in 

size) has nearly doubled in the last decade 

due to the work of the present authors.  39 – 41   Today, 

various single crystal perovskite and perovskite-

related substrates are commercially available 

(see  Figure 1d ), including LuAlO 3 , 
 42 , 43   YAlO 3 , 

 44   

LaSrAlO 4 , 
 45   NdAlO 3 , 

 46   LaAlO 3 , 
 47 , 48   LaSrGaO 4 , 

 49   

(NdAlO 3 ) 0.39 —(SrAl 1/2 Ta 1/2 O 3 ) 0.61  (NSAT),  50   

NdGaO 3 , 
 51 , 52   (LaAlO 3 ) 0.29 —(SrAl 1/2 Ta 1/2 O 3 ) 0.71  

(LSAT),  50 , 53   LaGaO 3 , 
 54   SrTiO 3 , 

 55 – 58   Sr 1.04 Al 0.12 Ga 0.35 Ta 0.50 O 3  

(SAGT), DyScO 3 , 
 12 , 39   TbScO 3 , 

 40   GdScO 3 , 
 13 , 39 , 59   EuScO 3 , 

SmScO 3 , 
 39 , 60   KTaO 3 , 

 61   NdScO 3 , 
 39 , 62   PrScO 3 , 

 63   and LaLuO 3 ; 
 64   

many of these are produced with structural perfection rivaling that 

of conventional semiconductors. The perfection of the substrate, 

the best of which are grown by the Czochralski method (which 

is not applicable to most ferroic oxides because they do not melt 

congruently), can be passed on to the fi lm via epitaxy. This 

has led to the growth of strained epitaxial fi lms of the ferro-

ics SrTiO 3 , 
 38 , 65   BaTiO 3 , 

 14   BiFeO 3 , 
 66   BiMnO 3 , 

 67   and EuTiO 3 , 
 16   

with rocking curve full width at half maximum values  ≤ 11 

arcsec (0.003°)—identical to those of the commercial sub-

strates upon which they are grown and signifi cantly narrower 

  

 Figure 1.      How the “strain game” is used to impart biaxial elastic strain on an oxide 

fi lm via epitaxy. (a) The crystal structure of an unstrained oxide, in this case an oxide 

with the perovskite structure, in its unstrained state. When deposited on a substrate 

with a larger or smaller spacing, the energetic preference of the deposited atoms 

to follow the template of the underlying substrate (epitaxy) can result in the fi lm 

beginning in either (b) biaxial compression or (c) biaxial tension. (d) A number line 

showing the pseudotetragonal or pseudocubic  a -axis lattice constants in angstroms 

of some perovskites and perovskite-related phases of interest, including ferroics 

(above the number line) and of some of the perovskite substrates that are available 

commercially (below the number line). LSAT, (LaAlO 3 ) 0.29 —(SrAl 1/2 Ta 1/2 O 3 ) 0.71 ; NSAT, 

(NdAlO 3 ) 0.39 —(SrAl 1/2 Ta 1/2 O 3 ) 0.61 ; SAGT, Sr 1.04 Al 0.12 Ga 0.35 Ta 0.50 O 3 . Photographs of exemplary 

single crystals used as substrates, each with diameter,  d . (d) An updated version of the 

plot in Reference 24.    
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(indicative of higher structural perfection) than the most perfect 

bulk single crystals of these same materials. 

 Using these new perovskite substrates, predictions of the 

SrTiO 3  strain phase diagram shown in  Figure 2  were assessed. 

Not only was it found possible to transmute SrTiO 3  into a room 

temperature ferroic,  12 , 68 , 69   but the experimentally determined 

point group,  31 , 32 , 70 – 72   direction and magnitude of spontaneous 

polarization ( P  S ), 
 31 , 32 , 65 , 70 – 73   observed shifts in  T  C    12 , 70 , 71   and soft 

mode frequency with biaxial strain,  74   and existence of a transi-

tion to a simultaneously ferroelectric and ferroelastic phase at 

lower temperatures  70 – 72 , 74   were all in accord with theory. Not 

all of the experimental observations, however, were in agree-

ment with theory. For example, it was observed that strained 

SrTiO 3  fi lms exhibit a signifi cant frequency dependence to 

their dielectric response.  65 , 73   This relaxor ferroelectric behav-

ior is due to defects. On account of the strain, the SrTiO 3  matrix 

is highly polarizable and can be easily polarized by defect 

dipoles that arise from non-stoichiometry in the SrTiO 3  fi lm. 

Based on how the properties of strained SrTiO 3  fi lms vary 

with non-stoichiometry, strained, perfectly stoichiometric 

SrTiO 3  fi lms are not expected to show relaxor behavior.  75   

 To make it possible for strain-enabled or strain-enhanced 

functionalities to be exploited in mainstream device architec-

tures, it is desirable to play the strain game on substrates rele-

vant to the semiconductor industry. One such example is the 

integration of commensurately strained SrTiO 3  fi lms with 

silicon.  15   The lattice mismatch between (001) p  SrTiO 3  and 

(001) Si is 1.7%, as indicated by the dashed line on the left 

side of the strain phase diagram in  Figure 2a . From theory 

( Figure 2a ), such a fi lm would be expected to be ferroelec-

tric with a  T  C  near room temperature. This integration is, 

however, rather challenging due to (1) the high reactivity 

of silicon with many elements and their oxides,  76 , 77   and (2) 

the thermodynamic driving force for a pristine silicon surface 

to oxidize and form an amorphous native oxide (SiO 2 ), which 

blocks epitaxy, under the oxidizing conditions typically used 

for the growth of oxide thin fi lms. Despite these impediments, 

thin commensurate SrTiO 3  fi lms have been grown directly on sil-

icon without discernible intermediate layers and free of reaction, 

and are found to be ferroelectric at room temperature.  15   

 Planar-view and cross-sectional annular dark fi eld (ADF) 

scanning transmission electron micrographs (STEM) of 

epitaxial (001) p  SrTiO 3  fi lms grown on and commensurately 

strained to (001) Si are shown in  Figure 2b–d . Although the 

interface between SrTiO 3  and silicon is seen to be abrupt 

and free of reaction, these images reveal additional challenges 

to the growth of SrTiO 3  on silicon. First is the propensity 

of SrTiO 3  to nucleate as islands and not wet the surface of 

the silicon substrate.  78   Even using kinetically limited growth 

conditions,  15 , 79   it takes multiple unit cells of growth before the 

SrTiO 3  islands coalesce.  78   Second are frequent out-of-phase 

boundaries in the SrTiO 3  fi lm (see  Figure 2d ) resulting from 

the step height of (001) Si (0.14 nm) not matching the step 

height of (001) p  SrTiO 3  (0.39 nm). Out-of-phase boundaries 

can form during the coalescence of SrTiO 3  islands that have 

nucleated on different (001) Si terraces. The arrow in  Figure 2d  

marks an area where the SrTiO 3  islands are out-of-phase with 

each other. 

  

 Figure 2.      (a) The strain phase diagram of (001) p -oriented SrTiO 3  calculated assuming a single-domain state for all structural and 

ferroelectric phases. The letters T and O used in the phase notations indicate tetragonal and orthorhombic crystallographic symmetries, 

respectively, under a constraint. The paraelectric, ferroelectric, and ferroelastic (or antiferrodistortive structural) natures of the phases are 

revealed by the superscripts  P ,  F , and  S , respectively. The components of the polarization vector  P  corresponding to the phases (along 

the crystallographic directions of pseudocubic SrTiO 3 ) are indicated within the parentheses following the phase notation. The dashed line 

corresponds to (001) p  SrTiO 3  commensurately strained to (001) Si. At room temperature, it is strained in biaxial compression by  ∼ 1.7%. 

This strain decreases slightly with temperature due to the larger thermal expansion coeffi cient of SrTiO 3  than silicon. (b) Plan-view and 

(c) cross-sectional annular dark fi eld (ADF) scanning transmission electron microscopy (STEM) images of a nominally 2 unit-cell-thick (0.8 nm) 

epitaxial (001) p  SrTiO 3  fi lm grown on (001) Si and capped with amorphous silicon. (d) Cross-sectional ADF-STEM images of a nominally 

5 unit-cell-thick (2.0 nm) commensurate epitaxial (001) p  SrTiO 3  fi lm grown on (001) Si. The image shows an average fi lm thickness of 6.5 unit 

cells, suggesting nonuniform SrTiO 3  coverage. In the area marked with an arrow, more than one SrTiO 3  grain is imaged in projection. 

(a) Adapted from References 14 and 15 and has only a minor difference from that presented in References 28 and 29. (b) and (c) Reprinted 

with permission from Reference 78. © 2008 American Physical Society. (d) Reprinted with permission from Reference 15. © 2009 AAAS.    
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 For the growth of high-quality fi lms of ferroic oxides 

with a desired strain state, not only are appropriate sub-

strates of exceptionally high perfection needed, but also 

methods to prepare them with smooth, well-ordered surfaces 

with a specifi c chemical termination on which epitaxial 

growth can be reliably initiated. For example, chemical-

mechanically polished (001) SrTiO 3  substrates display a 

mixture of SrO- and TiO 2 -terminated surfaces. 

A combination of chemical etching and 

annealing has been shown to yield SrTiO 3  

substrates with known surface termination. 

Kawasaki et a1.  80   showed that an NH 4 F-

buffered HF solution with controlled pH 

enables etching of the more basic SrO layer 

and leaves a completely TiO 2  terminated sur-

face on the substrate. This method of prepar-

ing a TiO 2 -terminated (001) SrTiO 3  surface 

has been further perfected by Koster et a1.  81   

SrO-terminated (001) SrTiO 3  substrates can 

also be prepared.  82   A means to prepare low 

defect surfaces with controlled termination 

has since been developed for (110) SrTiO 3 , 
 83   

(111) SrTiO 3 , 
 83 , 84   (001) p  LaAlO 3 , 

 85 , 86   (111) p  

LaAlO 3 , 
 85   (110) NdGaO 3 , 

 86   (001) p  LSAT,  86 , 87   

(110) DyScO 3 , 
 88 , 89   (110) TbScO 3 , 

 88   (110) 

GdScO 3 , 
 88   (110) EuScO 3 , 

 88   (110) SmScO 3 , 
 88   

(001) KTaO 3 , 
 90   (110) NdScO 3 , 

 88   and (110) 

PrScO 3  
 88   substrates. 

 The strain game is capable of enhancing the 

properties of a multitude of ferroelectric sys-

tems. Shifts in ferroelectric  T  C  of roughly 300 K 

per percent biaxial strain, quite comparable 

to those predicted  28 – 32   and observed  12 , 68 – 74   for 

SrTiO 3 , were fi rst predicted by theory and sub-

sequently verifi ed by experiments on biaxially 

strained BaTiO 3  
 13 , 14 , 91 – 94   and PbTiO 3  

 14 , 91 , 95 – 100   

fi lms. Strain effects of comparable magnitude 

have also been observed in strained (Ba,Sr)

TiO 3  fi lms  101 , 102   and in strained-layer super-

lattices: KTaO 3 /KNbO 3 , 
 103   SrTiO 3 /SrZrO 3 , 

 104   

SrTiO 3 /BaZrO 3 , 
 105   PbTiO 3 /SrTiO 3 , 

 106 , 107   BaTiO 3 /

SrTiO 3 , 
 108 – 111   and CaTiO 3 /SrTiO 3 /BaTiO 3 . 

 112 – 114   

 The success of theory in predicting the 

effect of strain on a multitude of ferroelec-

trics, together with advances in the ability to 

customize the structure and strain of oxide 

heterostructures at the atomic-layer level, has 

enabled a new era: ferroelectric oxides by 

design.  14   The appropriate theoretical methods to 

design strain-enhanced ferroelectrics depend 

on the material and whether or not domains 

need to be taken into account. First-principles 

methods are good for new materials where 

the coeffi cients of the Landau–Devonshire free 

energy expansion,  30   a Taylor expansion of the 

free energy of a material in powers of its order parameter 

(polarization for typical ferroelectrics), are unknown. Due to the 

relatively small number of atoms that can be included in such cal-

culations, however, the calculations are limited to single-domain 

materials. Measure ments on materials can yield the coeffi cients 

needed in Landau–Devonshire thermodynamic analysis to calcu-

late the effect of strain in the absence of domains.  30   

  

 Figure 3.      Structural characterization of a [(BaTiO 3 ) 1 /(SrTiO 3 ) 30 ] 20  strained-layer superlattice 

grown on (001) SrTiO 3 . (a) Atomic-resolution scanning transmission electron microscopy-

electron energy loss spectroscopy (STEM-EELS) image (left) revealing the presence of 

atomically sharp interfaces with minimal intermixing. The STEM-EELS spectroscopic image 

at the left shows barium in purple and titanium in green. Distortions in the STEM-EELS map 

are not structural, but are artifacts from sample drift during data acquisition. Schematics 

of the crystal structures contained in the superlattice are shown on the right. (b)  θ -2 θ  x-ray 

diffraction pattern of the same superlattice showing all expected satellite peaks and having 

a superlattice periodicity,  c , of 12.1 nm. (a) Reprinted with permission from Reference 119. 

© 2013 Nature Publishing Group.    
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 Phase-fi eld simulations, which also require coeffi cients 

obtained from either experiment or fi rst-principles calculations, 

can be used to take domains into account.  97 , 98   An example is 

(BaTiO 3 )  n  /(SrTiO 3 )  m   strained-layer superlattices, where  n  and 

 m  refer to the thickness, in unit cells, of the (001) p  BaTiO 3  and 

(001) p  SrTiO 3  layers, respectively. Despite the 2.3% lattice mis-

match between the (001) p  BaTiO 3  and (001) p  SrTiO 3  layers, 

such superlattices can be commensurately strained. In   Figure 3  , 

the structural characterization of a commensurate (BaTiO 3 )  n  /

(SrTiO 3 )  m   superlattice with  n  = 1 and  m  = 30 is shown. The 

macroscopic regularity of this superlattice, which was grown 

by molecular beam epitaxy (MBE), is demonstrated by the 

presence and sharpness of all of the superlattice refl ections in 

its x-ray diffraction pattern (see  Figure 3b ).  60 , 119   Despite the 

BaTiO 3  layer being just a single unit cell thick 

(0.4 nm) and well-separated from neighboring 

BaTiO 3  layers, ultraviolet Raman measurements 

show that it is still ferroelectric.  60       

 The ability to compare theory and experiment 

has motivated refi nements in theory, includ-

ing attention to not only mechanical (strain) 

and electrical boundary conditions (whether 

the ferroelectric is bounded by conducting elec-

trodes or insulating layers), but also to unequal 

biaxial strain  115 , 116   and the ability of a ferroelec-

tric fi lm to break up into multiple domains.  97 , 98   

For strained-layer superlattices of BaTiO 3 /

SrTiO 3 , it was shown that quantitative agree-

ment between the predicted and observed  T  C  for 

superlattices with a wide range of periodicities 

only occurred if calculations in which the possi-

bility of multiple domains was considered.  109 , 110   

For some BaTiO 3 /SrTiO 3  superlattices, such 

three-dimensional phase-fi eld calculations 

indicated that the low energy confi guration 

was a multiple-domain state, which allowed the 

polarization in the (001) p  SrTiO 3  layers to drop 

considerably when the (001) p  BaTiO 3  layer was 

thinner than the (001) p  SrTiO 3  layer, resulting in a 

signifi cant increase in  T  C  compared to the single-

domain state.  109 , 110   The domains anticipated to 

be present by theory, in order to quantitatively 

explain the observed  T  C  values, have recently 

been observed in BaTiO 3 /SrTiO 3  strained-layer 

superlattices.  117 , 118     

 Strain engineering of multiferroics 
 Emboldened by these successes, the strain game 

has more recently turned to enhancing materials 

containing multiple ferroic order parameters 

(i.e., multiferroics such as BiFeO 3 ) or to cre-

ate new multiferroics from materials that are 

on the verge of being ferroic (e.g., EuTiO 3 ). 

Illustrative examples are described in the sec-

tions that follow.  

 Strained BiFeO 3 —Morphing a room-temperature 
multiferroic 
 Bismuth ferrite, BiFeO 3 , is one of the few materials that 

is simultaneously ferroelectric and magnetically ordered 

(antiferromagnetically in the case of BiFeO 3 ) at room tem-

perature.  120 – 124   All of the other room-temperature multiferroics 

are, however, metastable. These include the high-pressure 

phase BiCoO 3 , 
 122   strain-stabilized ScFeO 3  with the corundum 

structure,  123   and the hexagonal polymorph of LuFeO 3  that has 

been stabilized via epitaxy.  124   In its unstrained state, BiFeO 3  

has the highest remnant polarization of any known ferro-

electric.  120 , 121 , 125 – 127   BiFeO 3  also exhibits several polymorphs 

that are relatively close in energy to each other. Further, in 

BiFeO 3 , the four fundamental degrees of freedom—electronic 

  

 Figure 4.      (a)  Ab initio  calculations of the energy and structure (ratio of pseudotetragonal 

lattice constants  c / a ) of the ground state of BiFeO 3  as a function of bi-axial, in-plane 

compressive strain on various substrates: YAO, YAlO 3 ; LAO, LaAlO 3 ; STO, SrTiO 3 ; LSAT, 

(LaAlO 3 ) 0.29 —(SrAl 1/2 Ta 1/2 O 3 ) 0.71 ; DSO, DyScO 3 . (b) Atomic force microscopy image of a 

partially relaxed,  ∼ 70-nm-thick BiFeO 3  fi lm grown on a LaAlO 3  substrate that exhibits a 

characteristic tetragonal and rhombohedral (T+R) mixed phase nanostructure. 

(c) High-resolution transmission electron microscopy image of the T+R mixed phase that 

illustrates the commensurate nature of the interface, with the complete absence of misfi t 

dislocations. (d) X-ray magnetic circular dichroism photoemission electron microscopy 

(XMCD-PEEM) image obtained using the iron absorption edge showing that the highly 

constrained R-phase shows enhanced ferromagnetism compared to the bulk or the 

T-phase. Enhanced magnetic contrast is given from the ratio of PEEM images taken with 

left and right circularly polarized x-rays at the same location. Black and white contrasts 

indicate magnetic moments pointing parallel and antiparallel to the incident x-rays. 

(a) Reprinted with permission from Reference 21. © 2009 AAAS. (b) Adapted from 

Reference 21. (c) Reprinted with permission from Reference 21. © 2009 AAAS. 

(d) Reprinted with permission from Reference 134. © 2011 Nature Publishing Group.    
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spin, charge, orbital, and lattice—are highly interactive. As 

a consequence, its ground state exhibits a strong sensitivity 

to temperature, pressure, electric fi elds, and magnetic fi elds. 

These qualities make BiFeO 3  unique and a natural candidate 

to tweak using the strain game. 

 Elastic strain, imparted via epitaxy, is able to distort and 

eventually change the structure and energy of the ground state 

of BiFeO 3 . In its unstrained state, BiFeO 3  is rhombohedral.  128   

The evolution of the structure of BiFeO 3  can be understood from 

 ab initio  calculations,   Figure 4  a. As an in-plane biaxial com-

pressive strain is imposed via the substrate, the rhombohedral 

(R) structure becomes progressively monoclinic (and perhaps 

even triclinic) until a critical strain of  ∼ 4.5% is reached. For sub-

strates that impose a larger strain (such as (110) YAlO 3 , which 

imposes a hefty 6.6% biaxial compressive strain on commensu-

rate BiFeO 3  thin fi lms grown upon it 21–24 ), the structure changes 

into a “super-tetragonal” (T) state (or a monoclinic derivative 

thereof) with a distinct jump in the ratio of its pseudotetragonal 

lattice constants  c / a .  21   Such an isostructural monoclinic-to-

monoclinic phase transition—in which the symmetry does not 

change, but the coordination chemistry changes dramatically—

has also been observed in other materials.  129 – 132   The overlapping, 

roughly parabolic free energy versus strain curves of the 

R- and T-phases can be seen in  Figure 4a . It is the change in 

ground state with strain from the R phase to the T phase that 

enables the huge (6.6%) biaxial strains to be achieved in BiFeO 3  

fi lms. In more typical oxide systems, the free energy versus 

strain landscape limits the growth of epitaxial perovskite fi lms 

under common growth conditions to about 3% strain.     

 Partial relaxation of the epitaxial constraint by increasing the 

fi lm thickness leads to the formation of a mixed-phase nanostruc-

ture that exhibits the coexistence of both the R- and T-phases, 

as illustrated in the atomic force microscope (AFM) image in 

 Figure 4b . This mixed-phase nanostructure is fascinating from 

many perspectives. First, high-resolution electron microscopy 

shows that the interface between these two phases is essen-

tially commensurate,  Figure 4c . This is important because 

it means that movement of this interface should be possible 

simply by the application of an electric fi eld, as is indeed the 

case.  133   Second, and perhaps more importantly, the highly dis-

torted R-phase in this ensemble, shows signifi cantly enhanced 

ferromagnetism. This can be discerned from the x-ray mag-

netic circular dichroism-photoemission electron micros copy 

(XMCD-PEEM) image in  Figure 4d . The R-phase appears in 

either bright or dark stripe-like contrast in such PEEM images, 

corresponding to the thin slivers being magnetized either along 

the x-ray polarization direction or anti-parallel to it. 

 A rough estimate of the magnetic moment of this highly 

strained R-phase (from the PEEM images as well as from 

superconducting quantum interference device magnetom-

etry measurements) gives a local moment of the order of 

25–35 emu/cc.  134   It is noteworthy that the canted moment of 

the R-phase ( ∼ 6–8 emu/cc) is not observable by the XMCD 

technique due to the small magnitude of the moment. This 

enhanced magnetic moment in the highly strained R-phase 

disappears around 150°C.  134   Application of an electric fi eld 

converts this mixed (R+T) phase into the T-phase, and the 

enhanced magnetic moment disappears; reversal of the elec-

tric fi eld brings the mixed phase back accompanied by the 

magnetic moment in the distorted R-phase.  134   

 There has been limited work on the tensile side of the 

BiFeO 3  strain phase diagram. It was, however, predicted, 

using phase-fi eld calculations, that an orthorhombic (O) phase 

of BiFeO 3  should exist under suffi cient tensile strain,  21   and 

recent work has shown that an O-phase can indeed be stabi-

lized.  135   These observations on biaxially strained BiFeO 3  fi lms 

raise several questions. First, what is the magnetic ground state 

of the various strained BiFeO 3  phases (e.g., do they have 

enhanced canting or exhibit spin glass behavior?). Second, given 

that spin-orbit coupling is the source of the canted moment in 

the bulk of BiFeO 3 , can this enhanced moment be explained 

based on the strain and confi nement imposed on the R-phase? 

Finally, what is the state of the Dzyaloshinskii–Moriya vector, 

the antisymmetric microscopic coupling between two localized 

magnetic moments, in such a strained system?   

 Strained EuTiO 3 —Transforming a boring dielectric 
into the world’s strongest ferroelectric ferromagnet 
 The strain game involving EuTiO 3  is another tale in which 

theory led the way to a remarkable strain-enabled discovery. 

The idea behind this new route to ferroelectric ferromagnets is 

that appropriate magnetically ordered insulators that are neither 

ferroelectric nor ferromagnetic, of which there are many, can 

be transmuted into ferroelectric ferromagnets. Fennie and 

Rabe predicted  136   that EuTiO 3 , a normally boring paraelectric 

and antiferromagnetic insulator (in its unstrained bulk state), 

could be transformed using strain into the strongest known 

multiferroic with a spontaneous polarization and spontaneous 

magnetization each 100× superior to the reigning multiferroic 

it displaced, Ni 3 B 7 O 13 I. 
 137 , 138   

 The physics behind this discovery makes use of spin-lattice 

coupling as an additional parameter to infl uence the soft mode 

of an insulator on the verge of a ferroelectric transition.  139   The 

soft mode is the lowest frequency transverse optical pho-

non, which as it goes to zero results in the phase transition 

from a paraelectric to a ferroelectric. Appropriate mate-

rials for this (1) have a ground state that in the absence 

of strain is antiferromagnetic and paraelectric, (2) are on 

the brink of a ferroelectric transition, and (3) exhibit large 

spin-lattice coupling manifested by a signifi cant decrease 

in permittivity as the material is cooled through its Néel 

temperature.  136   EuTiO 3  meets these criteria and has much 

in common with SrTiO 3  except that EuTiO 3  magnetically 

orders at 5 K due to the existence of localized 4 f  moments 

on the Eu 2+  site.  140 , 141   Similar to SrTiO 3 , strain can be used to 

soften the soft mode and drive it to a ferroelectric instability. 

In contrast to SrTiO 3 , which is diamagnetic, the permittiv-

ity of bulk EuTiO 3  is strongly coupled with its magnetism, 

showing an abrupt decrease in permittivity at the onset of 

the antiferromagnetic Eu 2+  ordering.  142   This indicates that the 
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soft mode frequency hardens when the spins order antifer-

romagnetically; conversely, it will soften if the spins order 

ferromagnetically. This extra interaction provides the coupling 

favoring a simultaneously ferroelectric and ferromagnetic ground 

state under suffi cient strain in EuTiO 3 . 

 Although testing this prediction seems straightforward, the 

groups who fi rst tested it ran into an unforeseen complication: 

no matter what substrate they deposited EuTiO 3  on, it was 

ferromagnetic. With its identical lattice constant (both are 

3.905 Å at room temperature), SrTiO 3  is an obvious substrate for 

the growth of unstrained epitaxial EuTiO 3  fi lms. Surprisingly, 

as-grown EuTiO 3– δ   thin fi lms synthesized by pulsed-laser 

deposition (PLD) on (001) SrTiO 3  substrates exhibit expanded 

out-of-plane spacings (0.4% to 2% longer than 

bulk EuTiO 3 ) 
 143 – 146   and are ferromagnetic with a 

Curie temperature of about 5 K.  144 , 145   

 Could the observed expanded lattice spac-

ings in EuTiO 3– δ   thin fi lms be due to oxygen 

vacancies? The effect of oxygen defi ciency on 

lattice constant has been studied in EuTiO 3– δ   

bulk samples down to the EuTiO 2.5  limit of the 

perovskite EuTiO 3– δ   structure, and negligible 

(<0.5%) variation in the cubic lattice constant 

was found.  147 , 148   Oxygen vacancies alone are 

thus insuffi cient to explain the 2% variation in 

out-of-plane lattice spacings observed in epi-

taxial EuTiO 3– δ   fi lms grown on (001) SrTiO 3  by 

PLD.  144 – 146   

 One possible explanation is that the fer-

romagnetism observed in epitaxial EuTiO 3  

fi lms prepared by PLD on SrTiO 3  arises from 

extrinsic effects, masking the intrinsic proper-

ties of EuTiO 3  thin fi lms. Extrinsic effects 

are known to occur in thin fi lms, particularly 

for deposition methods involving energetic 

species, which can induce defects. Another 

factor favoring defect introduction is the rela-

tively low growth temperatures common for 

oxide thin-fi lm growth, enabling defects to 

be frozen in. For example, some epitaxial 

SrTiO 3  fi lms grown on SrTiO 3  substrates by 

PLD have been reported to be ferroelectric,  149   

in striking contrast to the intrinsic nature of 

unstrained SrTiO 3 , which is not ferroelectric 

at any temperature.  150   Homoepitaxial SrTiO 3  

fi lms grown by PLD are also known to exhibit 

lattice spacings that deviate signifi cantly from 

the SrTiO 3  substrates they are grown on,  151 – 153   

although bulk SrTiO 3– δ   (in either single crystal or 

polycrystalline form) exhibits negligible varia-

tion in its cubic lattice constant up to the SrTiO 2.5  

limit  154 , 155   of the perovskite SrTiO 3– δ   structure. 

The sensitivity of EuTiO 3  that made it an appro-

priate material to transmute via strain into a mul-

tiferroic also makes it quite sensitive to defects. 

To overcome this issue and examine the intrinsic effect of strain 

on EuTiO 3 , a more delicate deposition technique was needed. 

 In contrast to PLD, homoepitaxial SrTiO 3  fi lms grown by 

MBE  156   show bulk behavior and none of the unusual effects 

reported in homoepitaxial SrTiO 3  fi lms grown by PLD.  149 , 151 – 153   

Indeed unstrained, stoichiometric EuTiO 3  thin fi lms grown 

by MBE on (001) SrTiO 3  have the same lattice constant as 

bulk EuTiO 3  and are antiferromagnetic.  157   Seeing that MBE 

can produce EuTiO 3  fi lms with intrinsic properties in their 

unstrained state, MBE was used to test Fennie and Rabe’s 

strained EuTiO 3  predictions.  136   Commensurate EuTiO 3  fi lms 

were grown on three substrates: (001) LSAT, (001) SrTiO 3 , 

and (110) DyScO 3  to impart –0.9%, 0%, and +1.1% biaxial 
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 Figure 5.      (a) Elemental maps of europium and dysprosium observed by scanning 

transmission electron microscopy-electron energy loss spectroscopy on a 22-nm-thick 

commensurate EuTiO 3 /DyScO 3  fi lm, confi rming an abrupt EuTiO 3 /DyScO 3  interface with the 

correct oxidation states. Observation of (b) ferroelectricity by second harmonic generation 

and (c) ferromagnetism by magneto-optical Kerr effect in this same strained EuTiO 3  

grown on (110) DyScO 3 , confi rming predictions that under suffi cient biaxial strain, EuTiO 3  

becomes multiferroic. Control samples with zero (EuTiO 3 /SrTiO 3 ) or opposite (EuTiO 3 /LSAT)) 

strain are consistent with the theoretically predicted strain phase diagram for EuTiO 3 . 

LSAT, (LaAlO 3 ) 0.29 —(SrAl 1/2 Ta 1/2 O 3 ) 0.71 . Reprinted with permission from Reference 16. © 2010 

Nature Publishing Group.    
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strain, respectively. Using scanning transmission electron 

microscopy with electron energy loss spectroscopy (STEM-

EELS), the oxidation state of the fi lm constituents and the 

abruptness of the interface between the fi lm and substrate 

was checked with atomic resolution and chemical specifi city 

(  Figure 5  a). Experimental measurements utilizing second 

harmonic generation (SHG) and magneto-optic Kerr effect 

(MOKE) confi rmed that the EuTiO 3  grown on (110) DyScO 3  

was simultaneously ferroelectric ( Figure 5b ) and ferromag-

netic ( Figure 5c ), while on the other substrates it was not, 

in agreement with theory  136   and resulting in the strongest mul-

tiferroic material known today.  16       

 There are many other exciting predictions that remain to 

be verifi ed of even stronger and higher temperature ferroelec-

tric ferromagnets in strained SrMnO 3  
 158   and EuO,  159   as well as 

the prediction that an electric fi eld on the order of 10 5  V cm –1  

can be used to turn on ferromagnetism in EuTiO 3  when it is 

poised on the verge of such a phase transition via strain.  136   

It was recently shown that through the application of an 

electric fi eld, the antiferromagnetic ground state of EuTiO 3 , 

strained to be close to where it would have a ferromagnetic 

ground state (but still on the antiferromagnetic side), can be 

electrically tuned to the verge of the ferromagnetic state.  160   

Turning on magnetism in a material by applying an electric 

fi eld to it remains an open challenge. Such an important mile-

stone would be a key advance to the fi eld of ferroics, both 

scientifi cally and technologically. 

 Electronics has fl ourished because of the ability to route 

voltages with ease and on extremely small scales. If magne-

tism could be similarly controlled and routed, it would impact 

memory devices, spin valves, and many other spintronics devic-

es and make numerous hybrid devices possible.   

 Strained Sr n+1 Ti n O 3n+1 —Creating a tunable dielectric 
with record performance 
 Strain has also been used to create a new family of tunable 

microwave dielectrics, which due to their low dielectric loss 

have a fi gure of merit at room temperature that rivals those of 

all such known materials.  161   In contrast to standard (textbook) 

dielectrics, whose dielectric displacement ( D ) as a function of 

applied electric fi eld ( E ) can be described by the linear equation

 0 ,= εD EK  (1) 

 where  ε  0  is the permittivity of free space and   K   is the dielec-

tric constant of the material, a tunable dielectric has a highly 

nonlinear relationship between  D  and  E . The nonlinearity 

results in the effective dielectric constant of the material 

( D / ε  0  E ) behaving not as a constant, but changing greatly with 

 E ; changes of tens of percent in the dielectric “constant” are 

common in tunable dielectrics at high  E  .  This nonlinearity can 

be described by adding higher order terms to  Equation 1 . In 

tensor form, this more general relationship is

 0 ,= ε + ε + ε +…E E E E E Ei ij j ijk j k ijk j kD K  (2) 

 where  ε   ijk   and  ε   ijkℓ   are higher order permittivity coeffi cients. 

 Highly nonlinear dielectrics, including the most extensively 

studied material with such properties, Ba  x  Sr 1– x  TiO 3 , 
 162 – 165   

are found in displacive ferroelectric systems at tempera-

tures just above the paraelectric-to-ferroelectric transition 

temperature.  162 , 165   These tunable dielectrics are normally used 

in their paraelectric state to avoid the dielectric losses that would 

occur in the ferroelectric state due to the motion of domain 

walls. Although thin fi lms provide an excellent geometry for 

the application of high  E  at low applied voltages, Ba  x  Sr 1– x  TiO 3  

fi lms unfortunately suffer signifi cant dielectric losses arising 

from defects; the dielectric loss in today’s best Ba  x  Sr 1– x  TiO 3  

tunable dielectrics fi lms at GHz frequencies is about an 

order of magnitude worse than the best Ba  x  Sr 1– x  TiO 3  in bulk 

form.  165   

 A new approach to tunable microwave dielectrics is to take 

a system with exceptionally low loss and introduce a ferro-

electric instability into it using strain. The appeal of this 

approach is that it can be applied to systems that are known 

to have exceptionally low dielectric loss, particularly in thin-

fi lm form. Such systems do not need to have a ferroelectric 

instability in their unstrained form; strain can be used to help 

impart the ferroelectric instability. This relaxed design con-

straint greatly increases the number of eligible systems that 

could yield improved performance over the best of today’s 

known tunable dielectrics. 

 This approach has been applied to Sr  n +1 Ti  n  O 3 n +1  phases—

where (SrO) 2  crystallographic shear  166 , 167   planes provide an 

alternative to point-defect formation for accommodating non-

stoichiometry.  168 , 169   These phases are known to have low dielec-

tric loss,  170 , 171   even in thin-fi lm form.  172   In their unstrained state, 

these phases are centrosymmetric, and thus lack a ferroelectric 

instability. 

 The strain game in combination with control of the distance 

between the (SrO) 2  planes in Sr  n +1 Ti  n  O 3 n +1  phases can, how-

ever, induce a ferroelectric instability.  161 , 173   The emergence of 

this ferroelectric instability in Sr  n +1 Ti  n  O 3 n +1  phases commensu-

rately strained in biaxial tension to (110) DyScO 3  substrates 

(about 1% biaxial tension) can be seen in   Figure 6  a. For 

 n   ≥  3, a ferroelectric instability is evident from the double-well 

energy potential of the ion displacements, and this double-well 

becomes deeper with increasing  n.  A deeper well corresponds 

to the ferroelectric instability occurring at higher temperature 

until, by  n  = 6, it is just below room temperature.  161       

 The low loss of this tunable dielectric at high frequencies 

is evident from  Figure 6b , where both the real and imagi-

nary parts of the in-plane dielectric constant  K  11  are shown 

over a frequency range spanning more than eight orders 

of magnitude and up to 125 GHz.  161   Only at these highest 

frequencies can the dielectric loss be seen. This low loss 

yields unparalleled performance at room temperature for these 

new tunable dielectrics.  164   The reason for the low dielectric 

loss, far lower than today’s best Ba  x  Sr 1– x  TiO 3  tunable dielectrics 

at GHz frequencies, is believed to be related to the propensity of 

Sr  n +1 Ti  n  O 3 n +1  phases to form (SrO) 2  planar defects in response to 



 ELASTIC STRAIN ENGINEERING OF FERROIC OXIDES   

126  MRS BULLETIN     •      VOLUME 39     •      FEBRUARY 2014     •      www.mrs.org/bulletin  

local stoichiometry deviations rather than point defects.  168 , 169   

These (SrO) 2  double layers show up as bright layers in the 

STEM image of an  n  = 6 Sr  n +1 Ti  n  O 3 n +1  fi lm in  Figure 6c . 

This is in contrast to the high point-defect concentrations that 

perovskite fi lms like SrTiO 3  can incorporate in thin-fi lm form;  75 , 156   

such point defects could be the reason that Ba  x  Sr 1– x  TiO 3  tunable 

dielectric fi lms have signifi cantly higher dielectric losses than 

bulk Ba  x  Sr 1– x  TiO 3 . 
 165      

 Other ways oxides can react to strain 
 As the examples described in this article show, the strain game 

can be a powerful control parameter for enhancing the prop-

erties of ferroic oxides. It is important to consider, however, 

other ways in which a complex oxide might react to strain. 

Should there be an energetically more favorable route to 

accommodate the imposed strain, the system might take it. 

Examples include the possibility that the imposed strain will 

lead to changes in fi lm composition, microstructure, or crys-

tal structure (e.g., ordering [or disordering] of cations, anions, 

or their vacancies,  174 , 175   atom clustering, the stabilization of 

other polymorphs, or rotations of the oxygen coordination 

polyhedra  176 – 178  ) rather than simply dilating or compressing 

the spacings between the atoms in the unstrained structure 

equally. Octahedral rotation patterns from underlying layers 

and substrates can be imparted into fi lms over distances of 

several nanometers and can thus complicate a simple 

biaxial strain picture. An example is the creation of T-phase 

BiFeO 3  at relatively low biaxial strain (–1.4%, where the 

BiFeO 3  should be monoclinic), due to the competition between 

different octahedral rotation patterns in the fi lm and in the 

substrate.  179   Such chemical and structural changes may also 

cause dramatic changes in properties, for better or worse, 

but it is important to distinguish the underlying causes of the 

changes in properties. 

 Advances in electron microscopy have been particularly 

benefi cial in identifying these underlying causes (see the Hÿtch 

and Minor article in this issue). With respect to ferroics, recent 

advances enabling polarization mapping on the atomic 

scale,  180 – 183   octahedral rotation imaging,  184   and improved 

STEM-EELS analysis  185   are invaluable in separating true 

strain effects from changes in composition, structure, and 

microstructure that can occur to mitigate against a strain effect. 

These techniques have the potential to visualize closure 

domains in ferroelectrics,  182 , 183   usual domain walls with mixed 

Bloch–Néel–Ising character in strained ferroelectric superlat-

tices,  186   and the exciting possibility of a dipole-dipole coupling 

analog of exchange-spring magnets  187 , 188   recently predicted to 

occur in strained ferroelectric systems.  189   

 Other intriguing predictions, including using strain to poise 

a material (e.g., SrCoO 3  
 190  ) on the brink of a metal-insulator 

transition, which could then be turned on or off through 

the application of an electric or magnetic fi eld or even a 

small additional strain, are relevant to emerging piezotronic 

devices.  191 , 192     

 Outlook 
 Elastic strain engineering of ferroics with the perovskite struc-

ture has been the most pursued to date. Yet there are many 

other fascinating oxides that either have a ferroic ground state 

or are borderline ferroic materials that might be enticed into a 

ferroic ground state with strain. Such non-perovskite structur-

al families that are relevant include chrysoberyl Cr 2 BeO 4 , 
 193   

pyrochlore Ho 2 Ti 2 O 7 , 
 194   YMnO 3 , 

 195 , 196   MnWO 4 , 
 197   delafossite 

CuFeO 2 , 
 198   CuO,  199   and hexaferrite Sr 3 Co 2 Fe 24 O 41 . 

 200   These 

systems are generally ignored by the thin-fi lm community and 

have been the focus of the single crystal ferroic community. 

We believe the issue is the lack of suitable substrates for these 

latter structures; removing this roadblock would unleash a 

  

 Figure 6.      (a) First-principles calculations showing how the index  n  of Sr  n +1 Ti  n  O 3 n +1  phases strained commensurately to (110) DyScO 3  

substrates can be used to control the local ferroelectric instability. Plotted is the energy (per  n ) with respect to the nonpolar state of 

Sr  n +1 Ti  n  O 3 n +1  phases for polar distortions in the (001) plane. (b) The real and imaginary parts of the in-plane dielectric constant ( K  11 ) of 

an  n  = 6 Sr  n +1 Ti  n  O 3 n +1  fi lm grown on (110) DyScO 3  as a function of frequency. The inset shows the fi lm loss tangent on a linear frequency 

scale in the gigahertz frequency regime along with a linear fi t. (c) Bright-fi eld scanning transmission electron microscopy image of an 

 n  = 6 Sr  n +1 Ti  n  O 3 n +1  fi lm grown on (110) DyScO 3 . Sr  n +1 Ti  n  O 3 n +1  phases can readily accommodate nonstoichiometry by the formation of (SrO) 2  

double layers, the bright horizontal and vertical running layers in this image. Reprinted with permission from Reference 161. © 2013 

Nature Publishing Group.    
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huge opportunity in strain engineering for the future. Thin 

fi lms also have the technological advantage of lower switching 

voltages and the ability to integrate them into more sophisti-

cated heterostructures, as are relevant for devices. 

 Imagine the opportunities for strain engineering that sub-

strates for the non-perovskite systems would bring. Substrates 

for YMnO 3  would enable more variants of hexagonal manga-

nite ferroics to be constructed. These variants include not only 

known materials, but metastable polymorphs (e.g., LuFeO 3  

that is isostructural to YMnO 3  rather than its stable centrosym-

metric perovskite form)  124 , 201 , 202   by utilizing lattice misfi t strain 

energies and interfacial energies to favor the desired metastable 

phase over the equilibrium phase (epitaxial stabilization),  203 – 206   

or the prospect of interfacial multiferroicity that has been pre-

dicted to emerge in superlattices between centrosymmetric 

components.  207 , 208   

 Similarly, substrates with the LiNbO 3  structure would enable 

the growth of the LiNbO 3 -polymorph of FeTiO 3  and related mul-

tiferroics.  209 , 210   A range of appropriate substrates, like the range 

of substrates available for perovskites shown in  Figure 1d , for 

each ferroic system of interest would allow the thin-fi lm tricks 

of strain engineering,  12 – 16   epitaxial stabilization,  203 – 206   dimen-

sional confi nement,  161 , 173   polarization engineering,  112 , 211   and 

superlattice formation  60 , 103 – 114 , 117 – 119 , 207 , 208   to be freely applied to 

a much larger set of ferroic building blocks. Strain engineering of 

ferroic oxides is in its infancy and considering its brief, but 

vibrant past, a brilliant future awaits.     
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                 Brief history of strain engineering in planar 
CMOS technology 
 Over the past few decades, a great deal of theoretical and 

experimental work has been carried out in the fi eld of carrier 

transport in strained semiconductors;  1   however, it was not 

until the late 1990s that strained channels were viewed as req-

uisite elements in complementary metal–oxide–semiconductor 

(CMOS) technology. Since then, a variety of innovative tech-

niques have been devised and integrated as strain-inducing 

elements into existing CMOS technology. For example, com-

pressive and tensile stressed silicon nitride liners,  2   wafer-scale 

biaxial strain,  3   local epitaxial stressors for uniaxial strain,  4 

and even the strain fi elds surrounding defects  5   have been 

used to improve the current drive of modern fi eld-effect 

transistors (FETs). Here, we explore the most successful of 

these strain-inducing approaches in planar FET technology, 

namely lattice-engineering by epitaxial growth. We begin 

by presenting some of the early work on biaxial strain engi-

neering for FET applications that showed a promising path 

for drive current enhancement by improving the electron 

and hole mobility in Si. We then describe the introduction of 

process-induced uniaxial strain and its advantages compared 

to biaxial strain with respect to drive current in scaled FETs. 

Finally, the limitations of strain scaling and possible future 

strategies are explored. 

 The perfect miscibility of the Ge  x   Si (1– x )  alloy system per-

mits control of the lattice parameter from that of Si (0.543 nm) 

to that of Ge (0.566 nm) by controlling the composition 

during epitaxial growth. Because the lattice parameters of 

these alloys are larger than that of Si, subsequent layers of 

Si grown on relaxed Ge  x   Si (1– x )  alloy layers will be under 

tensile strain. Early work  6   on thick, strain-relaxed compo-

sitionally graded Ge  x   Si (1– x )  layers grown on Si substrates 

demonstrated that although relaxation was dislocation-

mediated, defect densities could be made relatively low 

( ∼ 10 6  cm –2 ). Shortly thereafter, some of the fi rst strained-Si 

FET devices were fabricated using thin Si layers grown on 

these thick, relaxed Ge  x   Si (1– x )  graded buffer layers (GBLs) 

formed on Si substrates. The amount of (biaxial) tensile 

strain in the thin Si channel layer was varied by controlling 

the Ge content in the GBL. This process of engineering 

the lattice parameter directly on the starting substrate prior 

to device fabrication would eventually be referred to as 

“wafer-scale” or “global” strain. The main advantages to this 

approach were that the magnitude and uniformity of the strain 

could be well-controlled, and standard device fabrication 

steps could then be used. Both electron  3   and hole  7   mobilities 

were shown to improve signifi cantly with increasing strain 

in long-channel FETs fabricated on biaxially strained Si using 

this approach. 

            Strain scaling for CMOS 
     S.W.     Bedell     ,     A.     Khakifi rooz     , and     D.K.     Sadana             
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 Based largely on these early results, and the prospect 

of both  n - and  p -type FET (nFET and pFET) drive current 

enhancement using the same strained Si layer, attempts were 

made to develop production-worthy relaxed Ge  x  Si (1– x )  buffer 

layers as the starting substrates for biaxial strained Si CMOS. 

IBM demonstrated functional strained Si (0.55% tensile 

strain) CMOS with an nFET drive current enhancement of 

80% for long channel devices and  ∼ 20% for 60 nm devices 

compared to silicon-on-insulator (SOI) control devices using 

SiGe-on-insulator (SGOI) substrates.   Figure 1  a shows a cross-

sectional TEM image of the biaxially strained Si nFET device.  8   

The SGOI substrates represented a new way to integrate 

strain-relaxed SiGe buffer layers with SOI technology and 

were fabricated by high-temperature ( ∼ 1250°C) oxidation 

of epitaxial SiGe layers grown on SOI wafers. This pro-

cess allowed the formation of thin, high-quality SiGe layers 

directly on a buried oxide layer. Because the relaxation during 

oxidation was strictly dislocation-mediated for unpatterned 

wafers, both the Ge content as well as the fi nal strain state 

of the SGOI (including fully strained) could be controlled 

independently.  9   Although the observed nFET drive current 

enhancement was notable, the pFET devices did not show any 

drive current enhancement.     

 By growing strained Ge  x   Si (1– x )  layers within the source/drain 

regions of the device, uniaxial compressive strain can be 

imparted to the channel region directly. The introduction of 

this “process-induced” or “local” channel strain using embedded 

SiGe in pFET devices  10   demonstrated the advantages of uni-

axial compressive over biaxial tensile strain in hole transport. 

In that work, greater than 50% enhancement in hole mobil-

ity was reported as a result of both uniaxial channel strain 

and reduced access resistance due to the higher amount 

of substitutional B in the SiGe alloy and reduction of the 

Schottky barrier height between the silicide and the SiGe. 

 Figure 1b  shows a cross-sectional TEM image of a pFET 

device with uniaxial channel strain using embedded SiGe in 

the source/drain regions. The advantage of uniaxial compres-

sive strain compared to biaxial tensile strain in hole transport 

is ascribed to the difference in the resulting band structure in 

the two cases.  11   The primary origin of hole mobility enhance-

ment in biaxial tensile Si is the reduced scattering that results 

from strain-induced splitting of the heavy and light hole 

sub-bands. In the case of uniaxial compressive Si, the primary 

origin is valence band warping resulting in a lower effective 

mass in the channel direction. In devices with channel lengths 

in the tens of nanometers, scattering becomes less important 

than carrier mass, and therefore uniaxial compressive strain 

results in superior drive current enhancement in scaled pFETs. 

Additionally, valence band splitting due to confi nement effects 

in biaxial tensile Si counteract the strain-induced splitting, 

leading to overall degradation of hole mobility at high ver-

tical electric fi elds. For nFET devices, biaxial tensile and 

uniaxial tensile strains both led to mobility enhancement. The 

complete analysis is somewhat more complicated, and an 

excellent review can be found in Reference 11.   

 Scalability of process-induced strain 
 In subsequent technology generations, uniaxial process-

induced strain was increased in a number of ways, including 

by (1) increasing the Ge content of the embedded SiGe 

(e-SiGe), (2) increasing the proximity of the SiGe stressor to 

the channel region (including thinner spacers and alternate 

recess geometry), and (3) taking advantage of replacement gate 

integration schemes to transfer more strain to the channel 

(including strained gate material).  12 , 13   In fact, the uniaxial strain 

engineering approach has been leveraged not only in pFETs 

but also in nFETs to increase effective strain in both types of 

channels in the latest 22 nm technology node.  14   A fourth gen-

eration of pFET e-SiGe (  Figure 2  a) and a novel  in situ  doped 

nFET e-Si:C ( Figure 2b ) have been introduced into IBM’s 

22 nm CMOS. Because nFETs require uniaxial tensile strain 

to enhance electron mobility, a material with a smaller lattice 

parameter than Si must be used in the source/

drain region. Unfortunately, the perfectly mis-

cible SiGe alloy system has no counterpart to 

enable lattice contraction. The very low solu-

bility of C in Si ( ∼ 10 17  cm –3 ) makes using the 

Si:C system as a stressor layer challenging. 

However, by incorporating  ∼ 1.5% substitutional 

carbon, the embedded Si:C (e-Si:C) applies 

 ∼ 340 MPa additional tensile strain to the nFET 

channel for improved electron mobility. The 

dual embedded source/drain modules are inte-

grated with dual stress liners, with a resulting 

nominal strain enhancement of  ∼ 1.25× relative 

to 32 nm SOI ( Figure 2c ).        

 Limitations of process-induced 
strain scaling 
 Although strain scaling efforts have largely 

been successful so far, the continued shrinking 

  

 Figure 1.      (a) Cross-sectional transmission electron microscopy (TEM) image of biaxial 

(tensile) strained Si  n -type fi eld-effect transistor (FET) fabricated using SiGe-on-insulator 

as a growth template. Reprinted with permission from Reference 8. © 2004 American 

Institute of Physics. (b) Cross-sectional TEM image of an uniaxial strained (compressive) 

 p -type FET device using embedded SiGe in the source and drain regions. Reprinted with 

permission from Reference 10. © 2003 IEEE.    
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of device pitch (feature density) at approximately fi xed gate 

length is making localized stressors less effective at each 

technology generation. Due to the loss of embedded SiGe vol-

ume in pFETs, one has to increase Ge content and increase 

proximity simply to match the transistor performance bench-

marks of the previous technology generation.  15   Similarly, C 

substitutional content has to increase from the current 1.5% 

to >2% in the future to maintain nFET performance scaling, 

and this is highly challenging. Even though both dimensional 

scaling and strain scaling in Si pose fundamental physical 

limitations, future strain scaling may end up having a more 

abrupt terminus in the form of material failure. For example, 

a high density of defects accompanied by stress relaxation 

is expected in pFETs with high Ge content in the embedded 

Si  x   Ge  y   (e.g., >50%). Similarly, defects in high substitutional 

C are expected to create strain relaxation in nFETs in addi-

tion to lower  n -doping. We next describe a potential path 

forward to continue strain scaling beyond 22 nm CMOS.   

 A scalable strain platform: Mixed bi- and 
uniaxial wafer-level strain 
 One of the strongest arguments in favor of wafer-level strain 

as opposed to process-induced strain has always been that the 

former is independent of device pitch. In other words, because 

the strained material is integral to the substrate itself, the mag-

nitude of strain would be independent of patterned feature 

(mesa) size or device geometry. This is true for dimensions 

down to roughly the micron length scale, however, below this, 

elastic relaxation due to the free edges of the mesa becomes 

a signifi cant fraction of the average strain across the mesa. 

Early work on elastic (non-dislocation mediated) relaxation of 

strained SiGe islands on borophosphate silicate glass layers  16 , 17   

showed that if the oxide layer was above the refl ow tempera-

ture, strained SiGe layers could relax by physical expansion. 

In early 2005, plan-view transmission electron microscopy 

(TEM) moiré analysis was used to map the two-dimensional 

strain fi elds in nFET devices formed on SGOI 

substrates.  18   Mixed biaxial and uniaxial strain 

components were shown to exist under the gate 

regions formed on asymmetric mesas, indicating 

that mesa geometry could be used to convert 

biaxial strained layers into mixed biaxial/

uniaxial ones.   Figure 3   shows a plan-view 

TEM image of an nFET device with a fringe 

system (moiré pattern) resulting from the two-

beam interference between the Si/SGOI above 

the buried SiO 2  (BOX) layer and the bulk Si 

below the BOX layer. By converting the fringe 

spacing into strain, it is concluded that 1.08% 

tensile Si strain is present parallel with the 

channel direction, while only 0.57% Si strain 

is present perpendicular to the channel.     

 Later, pFET devices were demonstrated  19   

on elastically relaxed SGOI mesas. Mobility 

enhancement was measured as a function of 

device width, which essentially translates into pure biaxial 

strain for the widest mesas to nearly pure uniaxial. The results 

showed an astounding  ∼ 2× drive current enhancement for 

mesa widths below about 0.3  μ m. Because nearly all modern 

CMOS technology features are at or below these dimensions, 

this approach may open up new opportunities for scalable 

strain engineering. The effect of biaxial-to-uniaxial conversion 

by elastic relaxation was studied on a number of differ-

ent strained layer combinations for pFET devices,  20   and the 

results were consistent with the performance enhancement 

results in Reference 19. In the latter work, the simplest structure, 

namely SiGe/SOI, showed the highest drain current enhance-

ment (2.7× for long channels and 2× for short channels).  20   

Moreover, the SiGe/SOI devices with the smallest width 

demonstrated on–off current ratio ( I  ON / I  OFF ) characteristics 

 

SiGe Si:C

Gate
Gate

a b

c

 

 Figure 2.      Cross-sectional TEM image of uniaxial compressive and tensile strain in 

(a) embedded SiGe (pFET) and (b) embedded Si:C (nFET) in the source and drain regions 

of 22 nm complementary metal–oxide–semiconductor. (c)  p -type fi eld-effect transistors 

(FETs) and  n -type FETs using embedded SiGe in the source and drain regions. Reprinted 

with permission from Reference 14. © 2012 Institute of Electrical and Electronics Engineers.    

  

 Figure 3.      Plan-view TEM images of an  n -type fi eld-effect 

transistor (nFET) device fabricated on s-Si/SiGe-on-insulator 

showing a moiré fringe system. The asymmetric fringe spacing 

indicates that elastic relaxation occurred in the channel direction 

leading to mixed uniaxial and biaxial strain in the channel. The 

strain ( ε ) was 1.08% tensile in the channel direction (a) and 

0.57% tensile strain perpendicular to the channel direction (b). 

S/D, source/drain. Reprinted with permission from Reference 18. 

© 2005 Springer.    
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comparable to published pFET data with process-induced 

uniaxial strain.   Figure 4   shows a summary of the effect of 

uniaxial strain conversion on a variety of device structures 

(long channel) compared to the calculated average strain along 

the mesa width.  20       

 The above approach of mixed biaxial and uniaxial strain 

has recently been extended to enhance the drive current of 

fully depleted nFETs in extremely thin (ETSOI) substrates 

where the device layer contains strained Si.  21   These substrates 

are known as strained silicon on insulator (sSOI) substrates. 

  Figure 5  a  22   shows that at  ∼ 0.8% tensile strain in sSOI, an  I  ON  

enhancement of  ∼ 25% is achieved in nFETs over those fabri-

cated on virgin SOI despite 100 nm gate pitch. Most recently, 

similar results have been reported on FinFETs fabricated on 

sSOI substrates, with gate pitch down to 64 nm.  23   Similarly, 

the effectiveness of a compressively strained SGOI substrate  22   

in enhancing the drive current of a pFET is apparent in  Figure 5b . 

At  ∼ 0.9% strain in SGOI,  I  ON  enhancement of  ∼ 35% in pFETs 

is achieved over those fabricated on virgin SOI.     

 The effect of strain relaxation at the edges of 

a narrow ETSOI pFET is shown in   Figure 6  .  24   

In a relatively wide device (e.g., 1  μ m wide), 

the compressive strain in the SiGe channel 

is purely biaxial, and the  I  ON  enhancement is 

modest (<20%). However, as the devices are 

made narrower and strain relaxation at edges 

increases, part of the biaxial strain is converted 

to uniaxial strain (see earlier discussion,  Figures 3  

and  4 ), thus contributing to even higher  I  ON . 

The conversion of predominantly biaxial strain to 

predominantly uniaxial strain in narrow devices 

bodes well for substrate engineering-based strain 

scaling for future CMOS.     

 Nevertheless, edge relaxation in small devices 

is still a concern. Proper process engineering 

is required to alleviate such stress relaxation. 

For example, recessing of source and drain 

regions, which is traditionally used to form embedded stress-

ors, should be avoided and instead raised source drain struc-

tures should be used. Similarly, implantation in source-drain 

regions should either be avoided altogether, or implant condi-

tions should be adjusted to minimize strain relaxation.   

 3D device architectures: FinFETs 
 It has been frequently argued that with a steeper subthreshold 

swing in a fully depleted device, such as a FinFET, strain may 

not be required as a performance booster. Smaller subthreshold 

swing and drain-induced barrier lowering in these devices 

compared to bulk CMOS are considered to be performance 

boosters. 

 At low  I  OFF , better short channel control in FinFETs indeed 

provides a signifi cant boost compared to the baseline, but this 

  

 Figure 4.      (a) Long channel mobility ( I  D,SAT ) enhancement factor as a function of device width 

for a variety of strained layer  p -type fi eld-effect transistor (pFET) devices. (b) Calculated 

average strain  ε   xx   along the channel direction as a function of device width showing the 

conversion from biaxial to nearly pure uniaxial strain due to the free edge relaxation. SOI, 

Si on insulator; SGOI, SiGe on insulator; FDSGOI, fully depleted SiGe on insulator. Adapted 

with permission from Reference 20.    

  

 Figure 5.      On–off current ( I  ON – I  OFF ) characteristics of extremely 

thin silicon-on-insulator (SOI) (a)  n -type fi eld-effect transistors 

(nFETs) formed on SOI and strained silicon on insulator (sSOI) 

substrates and (b)  p -type FETs with Si and SiGe channels 

demonstrating the effectiveness of substrate strain 

engineering.    

  

 Figure 6.      Drive current as a function of device width for relaxed 

Si and compressively strained SiGe channels with extremely 

thin silicon-on-insulator (SOI)  p -type fi eld-effect transistors 

(pFETs). As the device is made narrower, the component of 

the strain parallel to the gate is gradually relaxed, leading to 

a predominantly uniaxial strain in narrow devices. Reprinted 

with permission from Reference 24. © 2012 IEEE.    
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benefi t diminishes at higher  I  OFF,  where high-performance 

devices typically operate. Low-power devices that operate 

at supply voltages ( V  DD ) smaller than 1 V with  I  OFF  in the low 

nA  μ m –1  range (to reduce active and leakage power) can ben-

efi t signifi cantly from a smaller subthreshold swing (  Figure 7  ). 

However, high-performance applications that operate at higher 

supply voltages (typically >1 V) with  I  OFF  in the hundreds 

of nA  μ m –1  range (for maximum performance) require both 

higher channel mobility ( Figure 7 ) and improved short channel 

control.  25   Therefore, there is a drive to apply strain engineering 

even to FinFETs.       

 Strain engineering in FinFETs 
 Several theoretical and experimental studies have already 

been conducted to determine channel strain–carrier mobility 

correlation in FinFETs at the fundamental level. This includes 

carrier mobility measurements in FinFETs  26 – 28   under mechani-

cal strain by wafer bending. However, since the magnitude 

of the maximum mechanical strain is limited 

to <0.1%, these experiments do not provide 

quantitative feedback that is required to accu-

rately calibrate theoretical calculations and for 

an in-depth understanding of high-fi eld carrier 

transport in short channel FinFETs. We next 

describe the role and limitations of strain engi-

neering in FinFETs. 

 Technology computer aided design (TCAD) 

simulations have been used to study the effec-

tiveness of process-induced stressors previously 

developed for planar devices, such as e-SiGe, 

SiN x  stress liners, gate electrodes, contacts, and 

device isolation in FinFET structures.  29 – 31   It was 

shown that strain transfer in FinFETs can occur 

in an analogous manner to planar FETs, albeit 

with a non-uniform strain distribution due to 

its three-dimensional nature. However, initial 

experimental data suggest that the magnitude 

of strain transfer in FinFETs is lower than 

that in planar FETs. For example, the  I  ON  data 

from 22 nm FinFETs, when normalized to the 

actual device width, are inferior to that from 

32 nm planar FETs, suggesting that the effec-

tive channel strain is lower in FinFETs than 

in planar FETs. This occurs despite increased 

Ge content in e-SiGe and its closer proximity 

to the channel in FinFETs. 

   Figure 8  a shows the strain profi le along 

the fi n height measured using nano-beam dif-

fraction in a typical bulk FinFET with e-SiGe. 

The maximum strain occurs at the top of the 

fi n where its magnitude is comparable to what 

is expected from a planar device with an 

equivalent e-SiGe. The strain decreases gradu-

ally from the top of the fi n toward its bottom. 

Consequently, the average mobility boost 

is only a fraction (nearly half) of that in a planar device. 

This observation is in qualitative agreement with TCAD 

simulations,  29   shown in  Figure 8b . It should be noted that 

non-uniform strain distribution occurs even in bulk planar 

devices; however, its impact on such devices is minimal 

because carrier transport is localized in the vicinity of the 

top surface.     

 Despite an overall reduction in strain, e-SiGe remains an 

upfront option for future high-performance pFinFETs because 

in addition to strain, e-SiGe provides much needed low series 

resistance to achieve high drive current. Another effective 

knob to enhance strain, particularly in FinFETs, is the gate 

electrode itself, as it wraps around the channel and can effi -

ciently transfer its stress to the channel.  32   In fact, process con-

ditions to produce gate electrodes with the desired strain level 

have already been identifi ed, and direct coupling of the gate 

stress to the channel has also been confi rmed by both physical 

(strain measurements) and electrical measurements. However, 

  

 Figure 7.      (a) Typical drain current–gate voltage ( I  D – V  G ) characteristics of low-power (LP) 

and high-performance (HP) transistors demonstrating why HP devices do not benefi t as 

much from a steeper subthreshold swing. (b) A schematic comparison of the on current 

( I  ON ) versus off current ( I  OFF ) characteristics for a baseline technology compared to a device 

with smaller short channel effect (SCE) and a device with higher mobility ( μ ).    

  

 Figure 8.      (a) A typical strain distribution in a bulk FinFET showing the maximum strain 

at the top of the fi n and decreasing strain toward the bottom of the fi n. (b) Contours of 

longitudinal stress ( S   xx  , in MPa) in a FinFET as a function of its height ( Z ). Typical fi n height 

is  ∼ 30 nm, and the gate pitch is 76 nm. The strain is at its maximum at the top of the fi n, 

and it diminishes toward the bottom of a fi n. eS/D, embedded source/drain. Reprinted with 

permission from Reference 29. © 2012 IEEE.    
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the choice of the stressor metal electrode is constrained by not 

only its work function, which impacts the threshold voltage, 

but also other factors, such as inversion capacitance, device 

reliability, and complexity of integration.  

 Substrate strain engineering for high-performance 
FinFETs 
 Although, performance gain in nFinFETs on sSOI and pFinFETs 

on SGOI with a relaxed pitch has been experimentally verifi ed,  33   

such gain and its magnitude in tight ground-rule (<100 nm pitch) 

devices has yet to be determined. Furthermore, co-integration 

of nFETs and pFETs will require two opposite kinds of strain 

(i.e., tensile and compressive) on the same substrate, which 

has not yet been demonstrated. It may be possible to convert 

tensile strain of sSOI to compressive strain locally via a com-

bination of selective SiGe (>40%) growth and thermal mixing 

(or Ge condensation).    

 Strain eff ects in III–V devices 
 Even though III–V compounds can provide a wealth of strain 

engineering options for both n- and/or pFETs because of a 

variety of substrate/grown layer combinations, there is a sur-

prisingly limited body of published literature on this topic.  34 – 37   

For example, for  n -channel devices, InGaAs can be grown with 

tensile or compressive strain by varying the In and/or Ga con-

tent on an InP or a GaAs substrate. Similarly, compressively 

strained AlGaSb can be grown on GaAs, or InGaSb can be 

grown on GaSb in multiple confi gurations (single or multiple 

quantum wells) for  p -channels. 

 Unlike for electrons in III–Vs, where polar scattering is 

the only dominant scattering mechanism, both deformation 

potential and polar scattering mechanisms are important for 

hole mobility. The hole mobility can be signifi cantly enhanced 

by varying the group V element while keeping the group III 

element fi xed. For example, hole mobility increases from 200 

for InP to 450 for InAs to 850 cm  2   V –1  s –1  for InSb. A similar 

pattern is true for holes in GaP (150 cm 2  V –1  s –1 ) to GaSb 

(900 cm 2  V –1  s –1 ).  35   On the other hand, varying the III element 

does not signifi cantly impact the hole mobility. The impact of 

strain on  p -type hole mobility is profound, especially that of 

compressive strain, which yields 2× mobility enhancement 

under a biaxial strain of 2%. The hole mobility enhancement 

for GaAs under uniaxial compressive strain is expected to be 

even greater (10). 

 The effect of strain on the quantized bandgaps of both 

5 nm (001) and (111) GaAs and In 0.75 Ga 0.25 As has been 

studied in detail.  34   The quantized bandgap narrows under 

compressive strain and increases under tensile strain. The 

observed bandgap modulation in conjunction with strain is 

very attractive for InGaAs based III–V metal oxide semi-

conductor FETs (MOSFETs) and can potentially be exploited 

to reduce band-to-band tunneling current while maintaining 

high channel mobility. 

 The latest MOSFETs fabricated on strained InGaAs-on-

insulator indeed confi rm that high strain up to 1.7% can be 

successfully introduced in the channels, and these channels 

exhibit 1.65× mobility enhancement compared to those with-

out strain (  Figure 9  ).  38   These results indicate that the thin body 

(<15 nm) III–V-on-insulator structure with highly strained 

channels is a promising way to realize ultimately scaled future 

III–V MOSFETs.       

 Concluding remarks 
 Implementation of strain as a performance enhancing ele-

ment has been phenomenally successful and effective since 

90 nm Si CMOS. Strain scaling has continued unabated 

through 22 nm CMOS via a combination of SiGe and 

Si:C epitaxial stressors, dielectric stressors, and crystal-

lographic defects in the vicinity of the MOSFET channel. 

However, such strain scaling in future CMOS is becoming 

challenging due to the limited device footprint and device 

geometry (planar or FinFETs). We have demonstrated that 

a combination of wafer level biaxial strain in conjunction 

with local uniaxial strain can provide a plausible platform 

for continued strain scaling in Si. Advances in cost-effective 

SGOI and sSOI substrate manufacturing in conjunction with 

successful reduction in substrate defect density will be 

paramount for continued success of strain scaling in Si. 

The demonstrated performance benefi t of strain in III–Vs 

should open yet another option for continued CMOS scaling 

beyond 2020.     
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 Figure 9.      Hall mobility characteristics ( μ  Hall , carrier mobility; 

 N  s , carrier density) of strained In 0.53 Ga  0.47 As-on-insulator 

metal oxide semiconductor fi eld-effect transistors (MOSFETs), 

with Si MOSFET at room temperature (R.T.) for comparison. 

Reprinted with permission from Reference 38. © 2013 Institute 

of Electrical and Electronics Engineers.    
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                 Introduction 
 Strain is a key parameter for understanding many physical 

phenomena at the nanoscale. The mechanical and electronic 

properties of a material are directly related to the strain in the 

material, and the response of a material to an applied strain is 

fundamental to the engineering of mechanical or electronic 

properties. Strain fi elds in materials have always been one 

of the main contrast mechanisms in a transmission electron 

microscope (TEM), generating contrast by altering the dif-

fracting conditions around a defect, for example. In recent 

years, TEM methods have been used and developed specifi -

cally to study strain fi elds, either to measure strain directly or 

to apply strains and observe the evolution of materials  in situ . 

This article will review the current state of the art in this fi eld. 

The fi rst part will concentrate on the measurement of strain 

from imaging and diffraction, and the second on the quantita-

tive measurement of strain during  in situ  experiments. 

 The concept of elastic strain engineering for electronic 

properties came originally from the fi eld of microelectronics, 

and naturally many of the examples will be taken from this 

area. By straining silicon, the mobility of carriers can be 

increased signifi cantly. Engineering strain in the active region of 

transistors has been, and continues to be, essential in helping 

the industry upgrade performance year after year. Different 

methods have been employed to inject strain into the chan-

nel region of devices, including recessed sources and drains 

of alloys of silicon and stress liners.  1   The complex geometry 

of devices also leads to non-uniform strain distributions. It is 

therefore important to be able to measure the strain at a very 

local level and ideally to be able to map the strain over the 

whole device. 

 It is also important to understand that the physical phe-

nomena of interest, such as stress, piezoresistivity, and 

piezoelectricity, are all related by tensor relations, which 

means that there is a complex interplay between the com-

ponents in the different directions of the crystal.  2   Stress, 

for example, does not depend uniquely on the strain in one 

particular direction:

,ij ijkl klcσ = ε  (1) 

   where  σ   ij   are the stress components,  c ijkl   are the constants of 

elasticity, and  ε   kl   are the different strain components. To deter-

mine stress from strain, it is therefore necessary to measure all 

the strain components. Naturally, the most signifi cant contri-

bution for the  σ   xx   stress component is  ε   xx  , but not uniquely so. 

The same goes for mobility and the piezoelectric effect; even 

mobility is affected by shear components. 
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 A distinction needs to be made between strain, which has a 

mechanical sense in  Equation 1 , and deformation. Mechanical 

strain is defi ned with respect to the relaxed, unstrained state of 

the material. TEM techniques, on the other hand, measure the 

change in local lattice parameter and orientation of the lattice 

planes with respect to some reference material, usually the 

substrate or an undeformed part of the material. A deformed 

sample can have both regions of elastic (recoverable) strain 

as well as inelastic strain. TEM contrast also arises from a 

local change in the chemical composition. Without knowing 

the local composition, it is therefore not possible to deter-

mine the local mechanical strain. This also motivates  in situ  

experiments, where the sample can be loaded within the micro-

scope, thus providing knowledge of both the undeformed and 

deformed states.   

 Strain measurements by transmission electron 
microscopy 
 Four main TEM techniques have been developed to measure 

strain and will be described in this article: convergent-beam 

electron diffraction (CBED),  3 , 4   nano-beam electron diffraction 

(NBED),  5 , 6   high-resolution TEM (HRTEM),  7 , 8   and dark-fi eld 

electron holography (DFEH).  9 , 10   In addition,  in situ  mechani-

cal testing techniques have been developed to measure both 

applied and local strains. They can be diffraction or image 

based. A change in the lattice parameter will change the diffrac-

tion angle. At their most basic level, diffraction techniques, 

such as NBED, are based on measuring the displacement of 

the diffraction spots. Imaging techniques rely on quantify-

ing the displacement of atomic columns from micrographs 

obtained via HRTEM or high-angle annular dark-fi eld scanning 

TEM (HAADF-STEM), or by directly mapping the distortion 

of a sample with digital image correlation (DIC). These are then 

related to strain by taking the spatial derivatives. Diffraction 

is therefore a direct measurement of strain and imaging tech-

niques of displacements. 

 There also exist hybrid techniques that are a mix of dif-

fraction and imaging based on imaging a particular diffracted 

beam in dark-fi eld mode, either to map its intensity, as in 

conventional TEM, or its phase through DFEH. Unlike the 

intensity of a diffracted beam, the phase can be related directly to 

the strain, or more precisely to the displacement fi eld, through 

the following relation:

  2 . ,G
gϕ = − πg ug ug ug u  (2) 

   where  G
gϕ    is the so-called geometric phase of the diffracted 

beam,  g  is the corresponding reciprocal lattice vector, and  u  is 

the local displacement vector.  11   

 It should be noted that displacements can only be measured 

in the direction of the reciprocal lattice vector of the diffracted 

beam in question. This is general to all TEM techniques, dif-

fraction and imaging, and excludes measurement of strain in the 

direction of propagation of the beam except for CBED, which 

makes use of diffraction to high-order Laue zones (HOLZ).  

 Specimen preparation and thin-fi lm relaxation 
 A common feature of TEM techniques is that the specimen 

needs to be thinned to become suffi ciently transparent to elec-

trons, typically to the order of 100 nm for silicon. This means 

that TEM specimen preparation techniques are necessarily 

destructive, unless the original object was of these dimensions 

(such as a nanocrystal). Second, the sample studied will not 

be in the same strain-state as the original “bulk” material. The 

two new surfaces of the thin lamella allow for relaxation of 

stress and are commonly referred to as the “thin-fi lm effect.”  12   

In addition, the method of specimen thinning itself (ion-beam 

or mechanical polishing) may also modify strain in the sample. 

Every effort is generally made to reduce these phenomena, but 

the thin-fi lm effect is inherent and cannot be avoided. In gen-

eral, imaging techniques, which can use thicker specimens, 

are preferred, and measurements need to be compared with 

modeling to evaluate the corrections to be applied to the mea-

sured data. 

 For studying devices, focused ion beam (FIB) is the 

required technique for specimen preparation because of its 

site specifi city. It also has the advantage of providing samples 

of uniform (and specifi ed) thickness. However, obtaining 

thicknesses under 100 nm through FIB preparation is demand-

ing, and care needs to be taken to protect surfaces and limit 

the amorphous surface layers caused by ion milling. Specimen 

geometry considerations for  in situ  tests will be described 

later.   

 The projection problem, dynamic scattering, and 
imaging aberrations 
 The position of the diffracted spot in a diffraction pattern can 

be related directly by the Bragg law to the local spacing of the 

atomic lattice, which is simplistic. Similarly, directly relating 

the lattice fringes in a HRTEM image to the position of the 

atomic lattice is problematic. 

 First, there is the projection problem: in TEM, the fast electron 

travels through a three-dimensional sample to produce two-

dimensional information. For example, specimens are never 

uniformly strained along the viewing direction. This is a direct 

result of the thin-fi lm effect mentioned previously. Therefore, 

the strain measured at a particular point on the specimen, 

viewed in projection, is some average over the thickness of 

the sample.  13   If electron scattering was kinematical, the result 

would be the linear average, but electron scattering is highly 

dynamical, and multiple scattering events occur. Effects are 

particularly pronounced at interfaces between materials where 

strain gradients are high. 

 Second, electron diffraction does not occur only at the 

Bragg angle due to the thinness of the specimens or through 

dynamical scattering.  14   A certain spread of scattering angles, 

therefore, is always present. Again, the average scattering an-

gle does not always coincide exactly with the reciprocal lattice 

vector of the atomic lattice that we wish to measure. 

 Finally, the strain in the samples is never uniform across 

the fi eld of view. A measurement is always a local average 
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spatially, and not always a simple one. The most striking case 

is for HRTEM imaging.  15   Lenses are not perfect, even in the 

age of aberration correction. There are therefore slight shifts 

between the image of the atomic lattice and its actual posi-

tion.  16   Indeed, the position of neighboring atomic columns can 

even infl uence the apparent position of the atomic column of 

interest.   

 Precision, accuracy, and spatial resolution 
 The precision and accuracy of strain measurements depend 

on their spatial resolution (  Table I  ). In general, the higher the 

spatial resolution, the less accurate the technique. Measuring 

the strain, atom column by atom column at an interface, 

is not the same as measuring strain broadly over a few 

nanometers in a more uniform region of the 

specimen. High strain gradients mean lower 

precision and accuracy. Similarly, the thick-

ness of the sample should be as uniform as 

possible. It all comes down to the required 

level of accuracy.        

 Diff raction-based TEM methods  
 Convergent-beam electron diff raction 
 Historically, CBED was the fi rst TEM technique 

to be used to measure strain in nanostructures. 

As the name suggests, the beam is focused into 

a spot, as small as one or two nanometers, onto 

the specimen. The diffraction pattern is then 

formed of large disks representing the intensity 

at different angles of incidence represented 

by the probe. Within the transmitted disk, 

dark HOLZ lines can be seen that represent 

the scattering to HOLZ. Strain, or more gen-

erally speaking, lattice parameters are mea-

sured from the shift of the positions of these 

lines.  3   

 The larger the scattering angle, the higher 

the sensitivity to strain. CBED, which uses 

HOLZ lines, is therefore extremely sensi-

tive to strain, typically on the order of 10 –4 . 

By scanning the probe over the sample, a 

map can be obtained (see   Figure 1  a–b).  4   

Nevertheless, to obtain suffi cient HOLZ scat-

tering, the crystal needs to be oriented into 

a relatively high-order zone 

axis. Structures are usually 

grown at low-order zone 

axes, so interfaces can ap-

pear blurred, limiting the 

spatial resolution and inter-

pretability of the results (see 

 Figure 1c –d ) .  17       

 It is also true that the high 

convergence angle and scat-

tering angles mean that quite 

a wide region of the specimen is actually sampled, despite 

the small size of the focused probe, further limiting the 

actual spatial resolution of the technique.  18   But the real prob-

lem with CBED is that it is too sensitive to bending of the 

atomic columns. The relaxation of the thin fi lm leads to split-

ting of the fi ne HOLZ lines.  19   This phenomenon is now well-

understood, but the simulations are cumbersome and require 

the exact knowledge of the geometry and the strain state of the 

sample, which is of course what we are trying to measure.  20   

Nevertheless, the technique can work in symmetric positions on 

devices, like the center of a channel, where bending is mini-

mized.  21 – 24   In addition, large-angle CBED is a useful technique 

to visualize strain in a sample and can even be used quantita-

tively in certain cases, as demonstrated in   Figure 2  .  25         

 Table I.      Comparison of transmission electron microscopy strain measurement techniques.  

  Mode Precision Spatial Resolution Field of View  

CBED  Probe 2 × 10 –4 0.5–2 nm n.a. 

NBED Probe 10 –3 5–10 nm n.a. 

HR(S)TEM Image 10 –3 1–2 nm 150 × 150 nm 

DFEH Image 2 × 10 –4 2–4 nm 1500 × 500 nm  

    CBED, convergent-beam electron diffraction; NBED, nano-beam electron diffraction; HR(S)TEM, high-resolution 
(scanning) TEM; DFEH, dark-fi eld electron holography.    

  

 Figure 1.      Strain mapping with convergent-beam electron diffraction (CBED). (a) Conventional 

TEM image of a shallow trench isolation (STI) structure, probe positions marked; 

(b) interpolated map of  ε   xx   horizontal strain component in silicon; strain units are ×10 –4 . 

Reprinted with permission from Reference 4. © 2003 American Institute of Physics. 

(c) On-axis high-angle annular dark-fi eld scanning TEM image of a STI structure; (d) tilted 

zone-axis used for CBED analysis makes the interfaces blurred. Reprinted with permission 

from Reference 17. © 2005 American Institute of Physics.    
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 Nano-beam electron diff raction 
 CBED was progressively abandoned in favor of the more 

widely applicable technique of NBED.  9   The idea is to form a 

spot pattern from a small area on the sample (see   Figure 3  ). 

First, a pattern is taken from a reference area of the sample, 

typically the substrate, and the spot positions are determined. 

Patterns are then taken successively from different areas, ana-

lyzed, and the spot positions are compared with the reference 

pattern.  10   The shifts in the spot positions are 

then used to determine the deformation tensor 

at each of the probe positions.     

 The challenge was to be able to form nar-

row beams of relatively parallel illumination 

(convergence angle typically less than 0.5 

mrad). This can be achieved with small objec-

tive apertures (1–10 microns), as originally 

shown in Reference 5, or illumination systems 

with three condenser lenses.  26   The accuracy 

and precision of the technique has been evalu-

ated to be 10 –3  strain resolution, and the advan-

tages and disadvantages with respect to CBED 

are analyzed in Reference 27. 

 With NBED, a low-order zone axis can be 

used. The technique is conceptually simple 

and is less affected by bending of the atomic 

columns in regions of higher strain gradients 

than CBED. Dynamic scattering still limits the 

accuracy, and the precision is limited by an 

additional factor that is the size of the detector 

used. For example, a strain of 10 –3  would rep-

resent only a shift of 1 pixel if the spots are 

spaced by 1000 pixels. Due to the current size 

of charge coupled devices, sub-pixel precision 

is required, which can prove problematic. 

 An alternative to measuring the position of 

the maximum intensity of the spot is to detect 

the position of the disks in the NBED patterns, 

since the convergence is quite high, on the 

order of 0.5 mrad,  6   or indeed, to use highly con-

vergent illumination in CBED confi guration.  24   

Another problem inherent to probe methods 

is knowing exactly where the NBED pattern 

(or CBED pattern) was taken with respect to 

the structure analyzed. This can be countered 

by simultaneously recording the HAADF-STEM 

image ( Figure 3c ).  6 , 17   NBED has been success-

fully used to study a number of strained-silicon 

devices.  28 – 30   NBED is usually carried out to cre-

ate strain profi les, as two-dimensional mapping 

can be too time consuming.    

 Imaging techniques 
 Any technique that can create images of the 

atomic lattice can be used to measure strain, 

by HRTEM, or HAADF-STEM. The two main 

techniques for measuring the positions of the lattice from the 

image are peak-fi nding  7   and geometric phase analysis (GPA).  8   

Peak-fi nding, as its name suggests, relies on identifying the 

positions of intensity peaks related to the atomic column 

positions. Similar algorithms are used in identifying the spot 

positions in NBED. A region of substrate is identifi ed as the 

reference region, and the displacement of the peaks with 

respect to this extended lattice defi nes the displacement fi eld. 

  

 Figure 3.      Nano-beam electron diffraction (NBED) experiment: (a) acquisition area; (b) high-

angle annular dark-fi eld scanning TEM (HAADF-STEM) and electron diffraction patterns 

acquired simultaneously during the scan; (c) HAADF-STEM intensity map of the specimen 

to identify where NBED patterns were acquired; (d) NBED patterns; and (e) resulting 

strain tensor point by point across the acquisition area. Reprinted with permission from 

Reference 6. © 2011 Elsevier.    

  

 Figure 2.      Large-angle convergent-beam electron diffraction pattern of a strained-silicon 

transistor. (a) Bending of the black 4 4  0 diffraction line in the channel is indicative of strain; 

(b) corresponding shear component, units of ×10 –3 . Reprinted with permission from 

Reference 25. © 2008 Elsevier.    
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GPA relies on determining the phase of periodicities in the 

image through Fourier fi ltering. The phase is related to the dis-

placement fi eld through  Equation 2 . The spatial resolution is 

determined by the size of the mask used in the fi ltering step of 

the process, with a maximum of two times the lattice spacing. 

Spatial resolution is typically 1–2 nm for a reasonable strain 

resolution of 10 –3 .  31    

 High-resolution transmission electron microscopy 
 The fi rst method used to study strained-silicon devices was 

analyzing the local fast Fourier transform in HRTEM images, 

analogous to NBED.  32   Geometric phase analysis was sub-

sequently used to map the different strain components over 

the active region of a strained-silicon transistor test structure 

(  Figure 4  ).  33   The challenge was to obtain suffi cient contrast 

from a FIB prepared specimen of about 100 nm in thickness, 

whereas HRTEM normally requires a foil thickness of less 

than 50 nm. In this case, aberration correction was used but 

is not strictly necessary.  34   According to the fi nite-element 

modeling method, the difference between the strain,  ε   xx  , in 

the relaxed TEM sample and the bulk structure is rather small 

( Figure 4c ). This is generally the case for components parallel 

to the surface, which are constrained by the geometry of the 

source and drain region. The largest relaxation is observed 

for the components in the growth direction,  z , and can reach 

20–30% of the value of the strain in extreme cases.     

 As an alternative to HRTEM, HAADF-STEM can be used.  35 , 36   

Thicker specimens can be used, but STEM images suffer from 

additional distortions from the scanning process itself that are 

diffi cult to correct. Both HRTEM and HAADF-STEM imag-

ing suffer from relatively small fi elds of view partly from the 

limited size of detectors and the diffi culties of obtaining uni-

form contrast over large areas. This means that the reference 

region is not always in a truly unstrained region of the device, 

as a comparison with CBED measurements reveals ( Figure 4d ).  36      

 Diff raction imaging in dark-fi eld mode 
 Since the very beginning of TEM, the dark-fi eld technique of 

imaging with a diffracted beam has allowed for the study of 

strain, in particular by revealing the presence of dislocations or 

precipitate strain fi elds. A common sign of strain in a sample is 

bend contours, which occur due to fl exing of the sample. This 

phenomenon is described in any text book on conventional 

TEM (e.g., see Reference 37). For quantitative mapping of 

strain fi elds, the intensity of the diffracted beam can be fi tted 

to dynamical scattering simulations based on fi nite-element 

  

 Figure 4.      Strain mapping by geometric phase analysis of high-resolution transmission electron microscope (HRTEM) images: (a) HRTEM 

image of strained-silicon test device, enlarged to show the lattice contrast; (b) strain maps compared with fi nite element method (FEM) modeling 

of the thin-fi lm sample; (c) horizontal strain,  ε   xx  , as a function of distance from the gate,  z , and modeled thin-fi lm and bulk strain. Reprinted 

with permission from Reference 33. © 2008 American Physical Society. (d) Strain profi les of  ε   xx   from a similar type of structure obtained by 

geometric phase analysis (GPA) of HAADF-STEM images (blue) and extrapolated profi le from convergent-beam electron diffraction (CBED) 

(orange). Reprinted with permission from Reference 36. © 2010 Wiley.    



 OBSERVING AND MEASURING STRAIN IN NANOSTRUCTURES AND DEVICES WITH TRANSMISSION ELECTRON MICROSCOPY   

143 MRS BULLETIN     •     VOLUME 39     •     FEBRUARY 2014     •     www.mrs.org/bulletin 

modeling of the strains.  38   The technique, called quantitative 

electron diffraction contrast, suffers from heavy reliance on 

modeling, specimen bending, and the nonlinear relationship 

between strain and diffracted intensity.  

 Dark-fi eld electron holography 
 DFEH is the most recent of the TEM techniques presented 

here and was developed to map strain by directly measuring 

the phase of diffracted beams.  9 , 10   The phase of the diffracted 

beam is related to the strain, through  Equation 2 , and depends 

on other factors, such as the specimen thickness, the mean-

inner potential of the material, and dynamic scattering.  11   It is 

therefore important to have specimens prepared with uniform 

specimen thickness and uniform diffraction conditions 

(i.e., without signifi cant bending). 

 The setup for DFEH is similar to conventional off-axis 

electron holography, except that the experiment is carried out 

in dark-fi eld mode (i.e., the diffracted beam is oriented along 

the optical axis by tilting the incident beam) (  Figure 5  ). A part 

of the diffracted beam emerging from an unstrained part of the 

specimen, typically the substrate, is interfered with the beam 

emerging from the region of interest. With the precautions 

mentioned previously, the resulting phase difference is due 

only to strain. With DFEH, a much larger area can be mapped 

compared to HRTEM (  Figure 6  a–b), even up to several 

microns. By capturing the phase of two non-collinear diffracted 

beams, the two-dimensional strain tensor can be determined 

( Figure 6c ).         

 While the technique was aimed at fairly low spatial resolu-

tions, the technique can be pushed to a spatial resolution of 

1 nm.  39 , 40   The real limitations to spatial resolution are the 

approximations and assumptions underlying the method rather 

than instrumental. The precision can reach 2 × 10 –4  in strain 

profi les if lateral averaging is applied.  41   DFEH has found a 

number of applications, thanks to its mapping capability and 

precision.  42 – 44   A brief review of different applications can 

be found in Reference 13. In addition to using off-axis 

holographic techniques, dark-fi eld inline holography (DFIH) 

is possible using variations in intensity of dark-fi eld images 

with defocus. The results of DFIH are similar to off-axis tech-

niques but with more relaxed requirements on the spatial 

coherence of the electron beam.  45   

 As mentioned in the introduction, the simple relation 

between the phase of the diffracted beam and the displace-

ment fi eld described by  Equation 2  is not exact, notably due 

to the projection problem and dynamic scattering. However, 

analysis of the simple diffraction conditions relevant to DFEH 

has allowed an analytical formula for the projection rule and 

the averaging of strain over different depths in the thin foil to 

be determined.  46      

  In situ  techniques for measuring strain 
 The basic mechanisms that determine materials deformation 

behavior occur at nanometer length scales, and the defects that 

control mechanical properties are best characterized through 

electron microscopy. Therefore, it is not surprising that 

mechanical testing methods were among the fi rst  in situ  meth-

ods to be developed for the TEM.  14 , 47   Starting in the late 1950s, 

 in situ  straining stages were developed for dynamic observa-

tions of dislocation motion in metals.  48   Throughout the last 

50 years, there have been signifi cant developments in the fi eld 

of  in situ  TEM mechanical testing,  49   including the evolution 

of mechanical probing techniques such as  in situ  nanoindenta-

tion.  50   However, there is a large difference between deforming 

a sample  in situ  in a TEM and measuring the imposed strain in 

the material. In order to measure strain, it is necessary fi rst and 

foremost to have an accurate measurement of the gauge sec-

tion of the deforming volume, something that requires precise 

sample manufacturing. Thus it was not until recent develop-

ments in the fi eld of microfabrication and FIB preparation that 

quantitative measurements of the actual strain imposed on a 

material during an  in situ  TEM mechanical test were routinely 

achieved.  51 , 52    In situ  TEM mechanical testing 

with quantitative force versus displacement 

measurements have been demonstrated us-

ing multiple testing confi gurations and types 

of samples, including nanoindentation, com-

pression, tension, and bending, as described 

in a recent review article.  53   

 In general, there are two methods to mea-

sure strain during an  in situ  TEM mechani-

cal test, either through measurement of the 

displacement imposed on the sample by the 

actuation device, or through direct visual-

ization techniques using markers and DIC. 

In both cases, it is critical that the geometry of 

the deforming volume is well known. One 

method to know the sample geometry precisely 

is to use microfabrication, such as when a thin 

fi lm of known thickness is deposited on a 

microfabricated structure.  54   By monitoring the 

  

 Figure 5.      Dark-fi eld electron holography. (a) A diffracted beam from an unstrained region 

of crystal (in blue) is interfered with the same diffracted beam emanating from the region 

of interest (in yellow) with the aid of a bi-prism wire (red). Provided the crystal is of uniform 

thickness, the non-geometric phase terms cancel, or only produce a uniform phase 

change to a good fi rst approximation, thus yielding the geometric phase component. 

(b) Typical transistor geometry with reference zone in substrate and active region at the 

surface. Reprinted with permission from Reference 11. © 2011 Elsevier.    
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displacement in the device, one can obtain precise measure-

ments of the strain applied to the suspended thin fi lm. More 

recently, FIB microfabrication of TEM test samples has been 

shown to be a more generally applicable method to prepare 

precise sample geometries. 

 Using FIB, it is possible to prepare nanopillars where 

the cross-section of the sample is easily measured, although 

achieving a uniform cross-section throughout a pillar is not 

easy at small scales. As a further extension of FIB prepara-

tion of mechanical test samples, it has been recently shown 

that  in situ  TEM tensile testing can be achieved by milling a 

dog-bone-shaped sample out of a bulk material with a FIB and 

also milling an inverted diamond gripper to pull the sample.  55   

Through this method, uniaxial quantitative tensile testing is 

possible. Tensile tests have numerous advantages over com-

pression testing, including decreased specimen 

taper, increased fl exibility in sample geometry, 

and a homogeneously deforming gauge section. 

   Figure 7   shows a comparison of a nano-

compression and nanotensile test of a FIB-

prepared Ti sample. As shown in  Figure 7a–b , 

the nanocompression test resulted in a relatively 

non-uniform deformation at the top of the 

pillar. In this case, it is diffi cult to describe the 

strain in the sample since the initial length of 

the sample is not an accurate estimation of the 

length of the deforming volume.  Figure 7c–d  

shows the results of a nanotensile test on 

the same sample, where more homogeneous 

deformation across the gauge length of the 

sample makes the initial sample length more 

precise for strain measurement.  Figure 7e  

shows the resulting quantitative data for both 

tests, where the nanocompression test is most 

accurately represented by engineering stress 

versus displacement of the compression device, while the 

nanotensile test can accurately plot engineering stress ver-

sus engineering strain. In the case of the nanocompression 

test, the engineering stress is calculated using the contact area, 

whereas the engineering stress in the nanotensile test can be 

calculated using the uniform gauge area of the sample and 

assuming homogeneous deformation, which until necking 

occurs is a reasonable approximation.     

 The second general method of measuring strain during 

 in situ  testing is to rely on analysis of images using DIC. 

The DIC technique uses post-experiment image processing 

to measure the displacement between features such as FIB-

deposited markers.  56 , 57   In the example shown in   Figure 8  , an 

8-µm-long Mo-alloy nanofi ber of known geometry is pulled 

in tension using a microfabricated “push-to-pull” device and 

  

 Figure 6.      The problem of the scale of strain measurements. (a) Strain map obtained by high-resolution transmission electron microscopy 

(in color) superimposed on a bright-fi eld image of the full structure (G, gate electrode); (b) strain map obtained by dark-fi eld electron 

holography (DFEH) of a similar device. Reprinted with permission from Reference 45. © 2013 Wiley. (c) Strain tensor maps obtained by 

DFEH: experimental strain components (left column) and simulated strain components from fi nite element method (right column). Reprinted 

with permission from Reference 10. © 2008 Nature Publishing Group.    

  

 Figure 7.      Comparison of  in situ  nanocompression and nanotensile tests of pure Ti. 

(a) Image of a Ti nanopillar before testing. The pillar is tapered, hence the deformation is 

inhomogeneous and localized at the top of the pillar, as shown in (b). (c) Gauge section 

of a nanotensile test before testing. (d) After the nanotensile test. (e) Quantitative data for 

the two tests, where the nanocompression test is plotted as engineering stress versus 

displacement and the nanotensile test is plotted as engineering stress versus engineering 

strain. Courtesy of Q. Yu.    
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an  in situ  TEM nanoindentation system.  58   Since the sample 

geometry is known and the instrumented nanoindenter can 

provide calibrated displacement during the test, the strain of 

the nanowire can be calculated directly, similar to the FIB-

prepared nanotensile test in  Figure 7 . However, during the 

test, it was observed that the actual deformation in the sample 

was highly localized, and therefore the strain calculation for 

the entire 8-µm-long nanofi ber does not give an accurate repre-

sentation of the strain in the actively deforming region of the 

sample, which is only a few hundred nanometers in length. 

Therefore, DIC was applied to the still frames extracted from 

the recorded videos to measure the local instantaneous pro-

jected area and the local elongation of the sample.  Figure 8b  

shows the local true stress-strain curve for the necking region, 

as calculated using DIC with images of the fi ber at notable 

points overlaid on the curve. By calculating the strain directly 

from the TEM images, it is possible to get a much more 

accurate measurement and actually report that the sample 

shows an increase in strength as the dislocation source is 

exhausted (the source stops emitting dislocations to carry the 

strain).  58   Without the DIC calibration of the local strain, the 

local hardening of the sample would go unnoticed in a stress-

strain curve of the entire nanofi ber.       

 Summary 
 Within the context of semiconductor devices, nano-beam elec-

tron diffraction (NBED) and dark-fi eld electron holography 

(DFEH) are the most commonly used techniques today for 

  

 Figure 8.       In situ  tensile test of a Mo-alloy nanofi ber 

demonstrating the application of digital image correlation to 

calculate local stress and strain in the deforming volume. 

(a) TEM micrograph of an 8-μ-long Mo-alloy nanofi ber before 

deformation. (b) Local true stress-strain curve generated using 

digital image correlation, with a time-series of the local area 

being analyzed shown along the curve. From left to right: Initial 

dislocation structure; at 1.56 GPa, a spiral arm source begins to 

activate and emit dislocations; dislocation structure after load 

drop; fi nal necked region at 3 GPa after the spiral arm source 

deactivates. Reprinted with permission from Reference 58. 

© 2012 Elsevier.    

measuring strain. In a wider context, high-resolution trans-

mission electron microscope (HRTEM) is the most used tech-

nique because of its availability. Convergent-beam electron 

diffraction (CBED) is used for more specialized case studies 

or as a benchmark for other techniques. A brief summary of 

the different techniques can be found later in the text (and see 

 Table I ). 

 CBED is still probably the most accurate technique for 

measuring strain in samples with small strain gradients. 

Otherwise, line splitting causes the analysis to be too compli-

cated for practical use. Thick samples can be used for CBED, 

and it is the only technique providing information on the 

three-dimensional strain components, notably those in the 

incident beam direction. NBED is a practical and versatile 

technique that is conceptually simple but with sensitivity 

limited to about 10 –3 . Some specialized instrumentation is 

required, including small objective apertures or three condenser 

lenses. HRTEM, whether in TEM or STEM mode, offers the 

possibility of strain mapping with precision similar to NBED 

but requires demanding specimen preparation and is limited in 

fi eld of view. In principle, any high-resolution image can be 

analyzed for strain. DFEH is capable of mapping strain over 

micron fi elds of view with a precision similar to CBED of 10 –4 . 

However, dedicated equipment is required, notably an elec-

trostatic bi-prism, and operators need to be trained in electron 

holography, which has slowed wider usage of the technique. 

  In situ  TEM mechanical testing can report accurate values 

of strain, but the key experimental parameters rely on precise 

knowledge of the dimensions of the deforming gauge section 

of the sample. There are two general methods to report strain 

from an  in situ  test: (1) conversion of displacement of the 

actuating mechanism to strain through knowledge of the sam-

ple geometry or (2) direct imaging techniques such as digital 

image correlation.     
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                 Introduction 
 The development of (electro)catalytic materials has tradition-

ally relied on the design of new compositions and structures. 

In principle, previously unseen and desirable properties can be 

obtained by perturbing the structure of existing materials with 

elastic strain. Uncovering the fundamental mechanisms by 

which elastic strain alters the kinetics of (electro-)catalytic reac-

tions can enable a new route to design highly effi cient catalysts  1 

and high-performance electrodes for clean energy conversion 

and storage devices, including fuel cells,  2 – 5   electrolysers,  6 , 7 

photocatalysts,  8   and batteries.  9 , 10 

 Elastic strain can be induced by lattice mismatch at the 

interface in a thin-fi lm composite, by local applied stress, 

or by chemical expansion in ionic systems. The resulting stresses 

can direct new chemical reactions or induce unusual stress 

responses in materials. An infl uential application of elastic 

strain has been the activation of chemical reactions in poly-

mers by mechanical stress at the single molecule or single 

bond level.  11 – 14   Despite the smaller elasticity of metals and 

oxides compared to polymers, recent work suggests that lattice 

strain can activate surface reactions also on metal and oxide 

catalysts, and anion transport in oxide membranes. In this 

review, we mainly discuss the fundamental effects of stress 

to accelerate reaction and transport kinetics in oxides, and 

the potential of elastic strain engineering as a new route 

to improve the performance of oxide catalysts and elec-

trocatalysts. The motivation of the work on strained oxides 

arises in part from the earlier seminal works on strained metal 

catalysts that are also reviewed here. 

 Lattice strain can affect chemical reactions in any material in 

the absence of structural transformations. A critical attribute is the 

stresses held in the bonds of an elastically strained material.  12 , 14 , 15 

Applying internal or external stresses alters the inherent energy 

landscape of the system. In theory, one can turn an endother-

mic reaction into an exothermic one and reduce the energy 

barriers (  Figure 1  ). This is the so-called mechano-chemical 

coupling, and when applied to electrochemical systems, we can 

introduce the term mechano-electro-chemistry. As a motivating 

example of this coupling, we point to a recent elegant study in 

polymer chemistry, relating the stress response at the molecular 

level to chemical reactivity. Akbulatov et al.  16 , 17   were able to 

apply forces at the spatial precision of links (bonds) between sin-

gle molecules in a chain of polymeric molecules using an atomic 

force microscope (AFM) tip. An exponential dependence of 

reaction rates of cyclopropanes on the local forces were found 

in micrometer-long polymers and in macro-cycles. This expo-

nential dependence demonstrates that indeed the reaction energy 

barriers are altered (reduced in this case) with local stresses. 

            “Stretching” the energy landscape of 
oxides—Effects on electrocatalysis and 
diffusion 
     Bilge     Yildiz             

 Elastic strain engineering offers a new route to enable high-performance catalysts, 

electrochemical energy conversion devices, separation membranes and memristors. By 

applying mechanical stress, the inherent energy landscape of reactions involved in the 

material can be altered. This is the so-called mechano-chemical coupling. Here we discuss 

how elastic strain activates reactions on metals and oxides. We also present analogies to 

strained polymer reactions. A rich set of investigations have been performed on strained metal 

surfaces over the last 15 years, and the mechanistic reasons behind strain-induced reactivity 

are explained by an electronic structure model. On the other hand, the potential of strain 

engineering of oxides for catalytic and energy applications has been largely underexplored. 

In oxides, mechanical stress couples to reaction and diffusion kinetics by altering the oxygen 

defect formation enthalpy, migration energy barrier, adsorption energy, dissociation barrier, 

and charge transfer barrier. A generalization of the principles for stress activated reactions 

from polymers to metals to oxides is offered, and the prospect of using elastic strain to tune 

reaction and diffusion kinetics in functional oxides is discussed.     

  Bilge   Yildiz  ,    Nuclear Science and Engineering Department ,  Massachusetts Institute of Technology ; email  byildiz@mit.edu  
 DOI: 10.1557/mrs.2014.8 
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For processes that involve the incorporation or migration of 

atoms, the available space in a strained lattice also contributes to 

changing the energy barriers, in addition to the effect of stress.     

 In the following, we review and discuss the effects of elastic 

strain on the reactivity of metal surfaces, and on the reaction 

and diffusion kinetics at the surface and in the bulk of ionic 

solids. The former is, in part, a motivator to strained oxide 

electrocatalysts in the latter.   

 Eff ect of strain on reactivity of metal surfaces 
 The body of literature in this fi eld originates 

from the foundational works of Mavrikakis, 

Hammer, and Norskov  18   and of Gsell, Jakob, 

and Menzel.  19   Gsell and co-workers showed 

experimentally that lattice strain modifi ed 

the chemisorption properties of the Ru(0001) 

metal surface considerably. Oxygen adsorp-

tion was found preferentially on the tensile 

strained zones upon local mechanical defor-

mation of the surface by sub-surface Argon 

bubbles.  19   Based on this observation, Mavrikakis 

and co-workers used density functional theory 

(DFT) to assess how elastic strain changes the 

ability of a surface to form bonds to adsorbed 

atoms or molecules by altering the reaction 

energies and electronic structure.  18   The molecu-

lar (CO) and atomic (O) chemisorption energies 

as well as barriers for surface reactions (CO 

dissociation) were found to vary substantially 

on these strained lattices.  18   In both cases, the 

chemisorption bond was found to get stron-

ger and the dissociation barrier to decrease 

as the lattice constant increased. The origin 

of this effect was shown to arise from the shifts in 

the metal  d  bands induced by the stress.  18 , 20   The 

interaction between the adsorbate states and the 

metal  d  states is an important part of the reaction 

energy. Small changes in the environment can 

give rise to signifi cant changes in the hybridiza-

tion of the  d  states with adsorbate states.  21   When 

the Ru(0001) surface was expanded in a planar 

way parallel to the surface,  d  band states moved 

up in energy, thereby strengthening the interaction 

with the adsorbates in all cases. These fi ndings 

led to the generalization of this effect to several 

catalytically important systems. This revelation 

had far-reaching importance for heterogeneous 

catalysis, because almost all catalytic reactions 

are preceded by bond-activated dissociation steps 

that are often rate limiting, and lattice strain is 

present in most applications involving supported 

catalysts due to lattice defects or by interactions 

with the support material. 

 Wintterlin et al.  22   provided the fi rst experi-

mental demonstration of the effect of strain fi eld 

around an edge dislocation intersecting the metal surface on the 

local reactivity. Real catalysts are expected to have extended 

defects such as dislocations associated with elastic strain fi elds. 

The researchers performed scanning tunneling microscopy 

(STM) on Ru(0001) surfaces intersected by edge dislocations and 

imaged the dissociation of NO molecules. The results showed 

up to 18 times more enhanced reactivity to NO dissociation 

on the tensile strain fi eld around the dislocation compared 

to that on the compressive strain fi eld (  Figure 2  a). The calcu-

lated N, O, NO adsorption energies and the NO dissociation 

  

 Figure 1.      Schematic illustrating the effect of applied stress on altering the energy landscape 

of a given reaction (exemplifi ed as molecule dissociation). Here applied stress makes the 

endothermic reaction, A Ò B, an exothermic one, A′ Ò B′, and reduces the reaction energy 

barrier,  Ea .    

  

 Figure 2.      (a) Scanning tunneling microscopy image (440 Å × 320 Å) of two edge dislocations 

on a clean Ru(0001) surface at 300 K after exposure of 0.3 L of NO (1 L = 1.33×10 −6  mbar.s). 

The small dark dots are N atoms. Inset (70 Å × 50 Å): Edge dislocation from a different 

experiment, after exposure of 0.1 L of NO. At the dark, tensile stretched parts near the 

dislocations, concentrations of N atoms are enhanced by a factor of 7 in the main image and 

18 in the inset. (b) The effect of a relative change in the lattice constant  Δ  d / d  eq  of a Ru(0001) 

surface on (top): the adsorption energy of atomic nitrogen and oxygen, (middle): the binding 

energy of molecular NO, and (bottom): the NO dissociation energy barrier. The adsorption 

energies and dissociation barriers are found by density functional theory calculations. Figures 

are adapted with permission from Reference 22.    
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energy barrier were found to decrease with increasing tensile 

strain on Ru(0001) ( Figure 2b ), explaining the experimental 

observations by STM in the same work.     

 Numerous works inspired by these early results demon-

strated and utilized the effect of lattice strain in other metal 

catalyst systems, including gold,  20 , 23   platinum,  15   copper,  24   

nickel,  25   and dealloyed bimetallic nanoparticles.  26   By surface 

chemistry measurements and theoretical calculations, Strasser 

and co-workers provided a molecular level understanding 

of the unprecedented electrocatalytic activity for the elec-

troreduction of oxygen on dealloyed fuel cell catalysts.  26   

The lattice strain in the Pt shell on a Pt/Cu bimetallic core was 

found to be the controlling factor in the catalytic enhancement 

of dealloyed Pt nanoparticles. Their work experimentally dem-

onstrated a continuous change in the oxygen 2 p  and Pt 5 d  anti-

bonding state from above to below the Fermi level as additional 

compressive strain was applied, thereby weakening the adsorbate 

bond. This represented the fi rst direct experimental confi rmation 

of the computational prediction of band shifts of adsorbate-

projected band structure with application of strain. 

 The effect of strain on metal surface reactivity is equally 

important for oxidation and corrosion of structural materi-

als as it is for catalytic applications. By using a specialized 

scanning probe tip as an  in situ  indenter, coupled with struc-

tural and electronic characterization in the STM, Herbert 

et al. showed that dislocations induced by highly local-

ized and well-defi ned mechanical deformation on Ni(100) 

exhibited enhanced reactivity toward oxidation.  27   The residual 

strain resulting from plastic deformation was found to locally 

accelerate chemical reactions of molecular oxygen. The 

results were also interpreted as an upshift of the  d  band elec-

trons near the dislocations, measured directly by tunneling 

spectroscopy. The successful and widespread investigation 

of elastic strain on metal catalysts is owing to the presence 

of a well-accepted electronic structure model, namely the  d  

band model,  21   as a reactivity descriptor.   

 Eff ect of strain on ion transport and surface 
reactivity of oxide thin fi lms 
 Discovering new oxide materials with high ionic and elec-

tronic conductivity and fast oxygen exchange kinetics on the 

surface is important for achieving optimal performance in 

a range of oxide-based electrochemical devices. To this end, 

an increasing number of studies have been utilizing nanoscale 

oxide thin fi lms for systematic investigation of oxide inter-

facial properties  28 , 29   and for making high-density devices for 

energy conversion and storage with micro solid oxide fuel 

cells,  30 , 31   batteries,  32   gas conversion/reformation catalysts,  33   

sensors,  34   and for information storage and processing by 

redox-based resistive memories.  35 , 36   

 In nanoscale thin-fi lm geometries, strains that originate 

from the lattice mismatch at interfaces can infl uence the 

properties of the material. While the coupling of strain to 

magnetics in multiferroic oxide heterostructures has been 

widely investigated (see the article by Schlom et al. in this 

issue),  37 – 40   the coupling of lattice strain to ion conduction 

and surface reaction kinetics on oxide nanostructures has not 

been extensively explored. This topic has attracted inter-

est rather recently in the context of oxygen transport and elec-

trode reactions in solid oxide fuel and electrolysis cells (SOFC, 

SOEC).  2 , 54 , 55   Despite the small elastic strains, the stresses that 

can be maintained in lateral thin oxide fi lms or vertical hetero-

structures are large, on the order of several GPa.  41   This suggests 

the presence of a noticeable mechano-chemical coupling in 

strained oxides for impacting the reaction and transport energy 

barriers and the charge-carrier density and mobility. 

 The surface reactivity on strained metals that we reviewed 

previously was broadly investigated by measuring or mod-

eling the impact of lattice strain on the electronic structure 

characterized with a simple but well-established reactivity 

descriptor, namely the  d  band energy center.  21   The picture 

for oxide catalysts and membranes is, however, more com-

plex. This is primarily because the metal oxides that are 

used are themselves chemically more complex. For exam-

ple, perovskite structured compounds such as La 1– x  Sr  x  MnO 3  

(LSM) and La 1– x  Sr  x  CoO 3  (LSC) serve as SOFC cathodes 

and separation membranes. External electromagnetic fi elds 

or mechanical strains were shown to give rise to unusual 

electronic and magnetic state transitions in these and other 

3 d  transition metal oxides.  42 , 43   But the strain response of the 

oxygen non-stoichiometry, surface chemistry, and reactivity of 

these materials was not explored until recently. Perovskite 

oxides have two cation sublattices, dopants on each cation 

sublattice, and one anion sublattice, each of which can react 

to elastic strain. Some perovskite oxides have spin-state transi-

tions taking place at elevated temperatures.  44   The spin state 

that alters internal bonding  45   is also responsive to strain via 

magneto-elastic coupling.  46   Furthermore, surface chemistry 

is not static. The composition, non-stoichiometry and struc-

ture at the surface respond to elevated temperatures by ele-

mental segregation and phase separation,  47 , 48   and to oxygen 

chemical potential gradients and electrochemical potentials.  49   

This dynamic and not well-understood behavior on perovskite 

oxide surfaces has made it diffi cult to establish universal 

correlation of the electronic structure to reaction kinetics, 

despite various attempts.  50 – 53   The complexity of the problem 

may look daunting, but recent fi ndings on the possibility of 

tuning the reactivity and ion transport properties of complex 

oxides by “stretching” them (i.e., by elastic strain) are quite 

promising and worth investigating further. We fi rst discuss 

the effects of strain on the ion conduction in fl uorite oxides 

(  Figure 3  a) that serve as ion transport membranes (electro-

lyte) in SOFCs, SOECs, and oxygen sensors. We then extend 

the discussion to the effects of strain on the surface chemistry 

and electrocatalytic activity on more complex oxides, specifi -

cally the perovskite type oxides ( Figure 3b ) that serve as oxy-

gen reduction electrocatalysts (cathode) in SOFCs,  54   oxygen 

evolution electrocatalysts for water splitting by electrolysis,  53   

oxygen separation membranes in reactors for oxy-combustion,  55   

and redox-based resistive memories.  35 , 36        
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 Oxide ion conduction under lattice strain 
 The energy barrier for oxygen diffusion is the critical descrip-

tor for how low a temperature the oxide electrolyte can 

effectively function. The most important point for us here 

is the potential of the lattice strain to reduce the oxygen 

migration energy barriers. We consider the two most widely 

investigated electrolyte systems for SOFCs: yttria-stabilized 

zirconia (YSZ) and gadolinium- or samarium-doped ceria 

(CGO, CSO).  54   These materials have fl uorite crystal structures. 

They also function as oxygen sensors  56   and catalyst supports.  57 – 59   

Despite these being rather widely stud-

ied “old” electrolyte materials, new possi-

bilities to identify mechano-chemically 

coupled ways to accelerate oxygen dif-

fusion in them has attracted signifi cant 

interest recently. The oxygen transport 

in these solids takes place by thermally 

activated migration (or hopping) of an 

anion from one lattice site to the nearest 

anion vacancy site. The energy barriers 

for this mechanism (1.0–1.2 eV in YSZ, 

0.9–1.16 eV in CGO)  60   are too high to 

enable fast diffusion at intermediate tem-

peratures (400–600°C), where the next-

generation SOFCs are envisioned in 

contrast to the current operating tem-

peratures of 800°C or higher. A change 

in the migration barrier affects the self-

diffusion coeffi cient exponentially via 

the Arrhenius relation. The migration 

barrier depends on the separation dis-

tance and available space between the 

hopping sites, and the bond strength 

between the oxygen and the neighboring 

cations. The latter is affected by the 

local defect interactions in the context 

of defect association. 

 The search for the “fastest strain” 

(the strain for which conductance is 

highest) in ion-conducting oxides was sparked 

by the report in 2008 by Garcia-Barriocanal  61   

of an eight orders of magnitude increase in 

conductance of 1–30-nm-thick YSZ layers 

sandwiched between SrTiO 3  (STO) layers. 

The lattice mismatch at the interface of YSZ 

and STO is 7%, which is diffi cult to accom-

modate by elastic strain. To date, the exact 

nature of the conductance (ionic versus elec-

tronic) induced in the vicinity of the YSZ/

STO interface remains debatable.  62 – 65   However, 

the community responded to this result with 

great curiosity over the effect of lattice strain 

on ion conduction.  62 , 66   Select works from lit-

erature in this area are summarized in   Table I  .     

 As can be seen in  Table I , a large quantitative 

scatter exists in the relative improvement in ionic conductivi-

ties measured in experiments, ranging from none to 10 8  times 

increase. Such large scatter in experimental results has been 

puzzling, and may arise because of elastic stress relaxation 

and the presence of dislocations. Many of the experimental 

studies only stated the theoretical lattice mismatch between 

the fi lm and the substrate or the neighboring layers, without 

quantifying the exact strain state in the fi lms. It is reason-

able to expect that the inconsistencies in the experimental 

results arise from diffi culties in controlling elastic lattice 

  

 Figure 3.      (a) Fluorite crystal structure, representative of the doped ZrO 2  and CeO 2  systems 

discussed (red/large and yellow/small spheres are oxygen and cation sites, respectively), 

(b) perovskite crystal structure, representative of the doped LaCoO 3  and LaMnO 3  systems 

(red/small, green/large, and purple/medium spheres are oxygen, A-site cation, and B-site 

cation sites, respectively).    

 Table I.      Summary of selected works from literature on the relative increase in conductivity 
reported for strained thin fi lms and multilayers. The entries in the last three rows are from 

computational studies, and all others are experimental.  

Material  Geometry T(K) Relative Increase in Conductivity Ref.  

YSZ/STO  Multilayer 357–531 × 10 8 61 

YSZ/Y 2 O 3  Multilayer 623–973 × 10 67 

YSZ/STO Multilayer 357–531 None 64 

YSZ on MgO Thin fi lm 423–773 × 10 3 68 

YSZ/STO Multilayer 373–773 × 10 5  compared to YSZ/Al 2 O 3  
*Electronic conduction

63 

Ce 0.8 Sm 0.2 O 2– δ   
(SDC)/YSZ 

Multilayer 673–1073 × 10 compared to SDC 
× 10 compared to YSZ

69 

Ce 0.9 Gd 0.1 O 2– δ   Thin Film 723–1123 × 10-10 2 70 

YSZ/CeO 2  Multilayer 673–973 None 71 

YSZ/Gd 2 Zr 2 O 7  Multilayer 550–750 × 10 2 72 

YSZ/Y 2 O 3  Multilayer 793 × 2 73 

Ce 0.9 Gd 0.1 O 2– δ   Thin Film 673–873 × 10–0 74 

YSZ on MgO Thin Film 673–1073 × 10 2.5 75 

YSZ on Al 2 O 3  Thin Film 673–923 × 10 0.5  @ 923 K 
× 10 3.5  @ 400 K

76 

YSZ Strained bulk 400–1000 × 10 1.5  @ 1000 K,  ε  = 0.04 
× 10 3.5  @ 400 K,  ε  = 0.04

77 

CeO 2  Strained bulk 500 × 10 4 ,  ε  = 0.04 78 

ZrO 2 /STO Layered structure 0 Fluorite not stable for  ε  > 0.05 79  
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strain uniformly in the thin oxide fi lms. Local relaxation of 

stress is expected to decrease or clear the effects of elastic 

strain on the energy landscape of the system. High-resolution 

strain mapping, achievable by advances in microscopy  80 , 81   (also 

see the Hÿtch and Minor article in this issue) and computation,  82   

can provide one way to resolve this issue. 

 The results can be further complicated by the formation of 

dislocations upon stress relaxation, and it is also not yet clear 

how the dislocations alter the stability and mobility of ionic 

and electronic defects in their vicinity in a range of different 

oxides. This point is exemplifi ed by comparing the work of 

Sillassen et al.  68   with that of Li et al.  72   on YSZ. Sillassen et al. 

claimed that the dislocations at the YSZ/MgO interface con-

tribute to accelerating oxide ion diffusion, in addition to the 

impact of elastic strain. On the other hand, Li et al. claimed 

that dislocation-free YSZ fi lms interfacing with Gd 2 Zr 2 O 7  lay-

ers have higher ion conductivity compared to thin YSZ fi lms 

on CeO 2 , which introduces misfi t dislocations. More work is 

needed to uncover the quantitative impact of dislocations in 

ion conduction kinetics in oxides. 

 Several theoretical and computational reports dug deeper 

into the mechanisms by which elastic strain alone can alter 

the oxygen migration kinetics. These works eliminate the 

infl uence of space-charge effects, misfi t dislocations, or struc-

tural changes that could be present at the interfaces of YSZ 

with other materials in experiments. In assessing the role of 

elastic strain with atomistic detail, Kushima 

and Yildiz combined DFT calculations of 

migration paths and barriers with kinetic Monte 

Carlo calculations of oxygen diffusivity in 9% 

Y 2 O 3  doped YSZ.  77   They identifi ed two com-

peting processes that act in parallel to alter the 

migration barrier for oxygen. First, at low 

strain states, the migration barrier reduces 

because of the increasing migration space and 

the weakening of the local oxygen–cation 

bonds via elastic stretching. With a decrease 

in the migration barrier, oxygen diffusivity 

exhibits an exponential increase up to a critical 

value of tensile strain, which Kushima and 

Yildiz called the fastest strain.  77   This increase 

is more signifi cant at lower temperatures because 

of the exponential effect of the migration bar-

rier with temperature on the diffusion coef-

fi cient. The fastest strain could be viewed as 

the optimal elastic strain state to attain the 

maximum acceleration of oxygen migration 

kinetics. Second, at strain states higher than 

the fastest strain, the migration energy barrier 

increases and diffusivity decreases. This is 

because the local relaxations at large strains 

trap the oxygen by strengthening the local 

oxygen–cation bonds—the stronger the binding 

of oxygen, the higher the migration barrier.  83   This 

indicated the transition from elastic stretching 

to local plastic relaxations, or may be reminiscent of struc-

ture instability at high strains.  79   The electronic charge density 

distribution on the cation–oxygen (C–O) bonding plane 

along one representative migration path in YSZ is shown 

in   Figure 4  a as a function of strain. For this path, elastic 

stretching up to 6% strain weakens the C–O bond and reduces 

the migration barrier of oxygen. From 6% to 8%, the break-

ing of a neighboring cation-oxygen re-strengthens the C–O 

bond and increases the migration barrier. In 9%-YSZ, the 

highest effective enhancement of diffusivity was predicted 

to occur at 4% as the fastest strain, by 3 × 10 1  times at 1000 K 

and by 7 × 10 3  times at 400 K ( Figure 4b ). The effective 

migration barrier is reduced by 0.4 eV.     

 Using a model that takes into account the isotropic pressure 

induced by elastic strain in YSZ, Schichtel et al.  84   estimated a 

2.5 orders of magnitude increase in the ionic conductivity of 

YSZ at 7% strain at 573 K. Schichtel et al.’s model, however, 

does not take into account the relaxations of elastic strain at 

these large tensile strain states. Therefore, it cannot capture the 

plastic or structural relaxations, which may actually mitigate 

the diffusivity at large strains beyond elastic stretching. 

 De Souza and co-workers assessed the effect of strain on 

oxygen-vacancy migration in CeO 2  by static lattice simulations.  78   

With both isotropic and biaxial strain, signifi cant modifi ca-

tion of the energy barriers for oxygen-vacancy migration was 

found. Their results also suggest that a biaxial tensile strain 

  

 Figure 4.      (a) Electronic charge density distribution on the cation-oxygen (C–O) bonding 

plane in YSZ as a function of planar lattice strain,  ε , from 0.00 to 0.08. Weakening of the O–C 

bond upon elastic stretching up to  ε  = 0.06 decreases the migration barrier. Re-strengthening 

of the O–C bond upon local relaxation increases the migration barrier. Gray and red spheres 

represent Zr and O atoms, respectively. White dashed square is the oxygen vacancy, and 

O is oxygen migrating toward the vacancy. (b) Computed relative change in the oxygen 

diffusion coeffi cient in YSZ with planar tensile strain. Opening of space along the migration 

path and the decrease of bond (O–C) strength reduce the migration barrier and increase 

the oxygen diffusivity ( D  o  /D  o  
0 ) up to  ε  = 0.04. The relative reduction of migration barrier at 

 ε  = 0.04 is 0.4 eV compared to the unstrained state. Figures are adapted with permission 

from References 54 and 77.    
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of 4% increases the in-plane conductivity at T = 500 K by 

close to four orders of magnitude. The predicted effect of 

strain on oxygen conductivity is very close to that found by 

Kushima and Yildiz for YSZ, suggesting that the energy land-

scape in these fl uorite oxides, in theory, responds to strain in 

a similar way. 

 It is also interesting to note that the computational predic-

tions of the effect of strain on ion conduction in YSZ and ceria 

CeO 2  are quite close to the maximum of the relative improve-

ment in conductivity found in experiments  68   on the order of 

10 3 –10 4 , except from the unprecedented results of Reference 61. 

Furthermore, the reduction in the effective activation energy 

for diffusion in YSZ was quantifi ed experimentally only in two 

of the reported studies. Jiang et al.’s results indicated about 

a 0.2 eV reduction of the activation energy and Sillassen 

et al’s experiments about 0.35 eV.  68   These are close to the 

reduction of effective migration barrier predicted  77   within the 

experimented strain ranges. Last, it is notable that none of 

the experimental and computational works on the effects of 

strain in YSZ or ceria thin fi lms have been able to explain 

or replicate the conductivity values shown for the STO/YSZ/

STO layered system.  61   This discrepancy suggests that strain 

alone cannot be responsible for the magnitude of ion conduc-

tion claimed for that particular system. Nonetheless, increases 

in oxide ion conductivity proposed by theory and some exper-

iments for strained YSZ fi lms are remarkable and are of great 

fundamental and practical importance. The results exemplify 

how local weakening of bonds in the form of elastic stretch-

ing can enable more facile oxygen migration, and thus, fast 

diffusion kinetics in functional oxides.   

 Surface chemistry and electrocatalytic activity 
under lattice strain 
 The energy landscape of surface reactions can also be altered 

by elastic strain, as already demonstrated on metals previ-

ously. We investigated this effect on oxides as a means to 

enhance their reactivity to oxygen electrocatalysis. As model 

electrocatalyst systems, we took the perovskite family of 

oxides, specifi cally La 1– x  Sr  x  MnO 3  (LSM) and 

La 1– x  Sr  x  CoO 3  (LSC), that have been the most 

widely studied SOFC cathode materials. These 

compounds also serve as ion transport mem-

branes (ITM) in oxy-combustion  55   and have 

been studied widely for their magnetic prop-

erties.  46   To serve as a good cathode or ITM, 

they must exhibit fast oxygen reduction kinetics, 

or fast oxygen evolution kinetics for water 

splitting. While the oxygen molecule adsorp-

tion, dissociation, and charge transfer reactions 

are common to oxygen reduction on metals  85   

and on oxides,  86   a key differentiating factor 

is the presence of oxygen vacancies on the 

latter. Both the concentration and mobility 

of oxygen vacancies on the surface affect oxy-

gen reduction kinetics on oxides. The more 

oxygen vacancies and the faster they move at the surface, the 

faster the oxygen reduction kinetics.  86   They also impact the 

surface electronic structure (charge transfer).  87   

 How elastic strain impacts the oxygen vacancy forma-

tion in the bulk and oxygen adsorption and vacancy forma-

tion at the surface of LaCoO 3  (LCO) was examined by DFT 

calculations.  88   The effects of biaxial strain on these elemen-

tary reactions were found to manifest through two compet-

ing mechanisms that alter the strength of Co–O bonds in 

LCO: (1) elastic stretching of Co–O bonds, which reduces 

the overlap of the Co  d -band and O  p -band in the lattice, 

and (2) stress relaxations due to breaking and reforming of 

the Co–O bonds and due to spin state transitions. Reaction 

energy calculations showed each that elastic stretching facil-

itates each of the studied elementary processes, as long as 

there is an increase in the tensile stress state (  Figure 5  ). This 

is consistent with the effect of stress on the energy land-

scape, as illustrated in  Figure 1 . The formation energy of 

vacancies in the bulk and on the surface of LCO decreases 

with increasing elastic tensile strain. A consequence of this 

is an increase in the concentration of oxygen vacancies as 

reactive sites on the surface and as diffusion-mediators in 

the bulk. The trend reverses when there is a stress reduction 

because of a strain-driven spin state transition from low- to 

intermediate-spin or because of plastic relaxations. Elastic 

stretching weakens the lattice Co–O bonds, and stress reduction 

strengthens the Co–O bonds and traps the lattice oxygen. 

Weakening of the lattice Co–O bonds at the surface allows 

for stronger hybridization between the  d- band states of the 

surface Co and the 2 p  states of the adsorbing O 2 , there-

by increasing the adsorption energy of the O 2  molecule. 

A consequence of this is the increased coverage of adsorbed 

oxygen.     

 Reaction energies, electronic structure, spin state, and stress 

thresholds found in Kushima et al’s work  88   suggested the pos-

sibility of tuning reactivity by strain in LaCoO 3  and related 

perovskite oxides. As a follow-up to this computational work, 

there have been three key experimental reports, one probing 

  

 Figure 5.      (a) Vacancy formation energy ( E  vac ) in the bulk and on the surface of LaCoO 3 , 

(b) in-plane stress state, and (c) spin state (in  μ  B /Co) as a function of planar strain in LaCoO 3 . 

An increase in stress is associated with a decrease in vacancy formation enthalpies 

calculated by DFT. Stress relaxations due to spin state transition (at 0.03 for bulk) and due to 

bond breaking (at 0.1 for bulk) reverse the vacancy formation enthalpy. Figures are adapted 

with permission from Reference 87.    



 “STRETCHING” THE ENERGY LANDSCAPE OF OXIDES—EFFECTS ON ELECTROCATALYSIS AND DIFFUSION   

153 MRS BULLETIN     •     VOLUME 39     •     FEBRUARY 2014     •     www.mrs.org/bulletin 

the ease of charge transfer and vacancy formation, and two 

quantifying the collective kinetics of oxygen exchange and dif-

fusion as a function of strain. First, Cai et al.’s experiments  89   

demonstrated that tensile strain induces a greater concentra-

tion of oxygen vacancies on La 0.8 Sr 0.2 CoO 3  (LSC) thin fi lms 

(  Figure 6  c) at elevated temperatures (up to 450°C). Tensile 

and compressive strains were achieved by epitaxially deposit-

ing LSC thin fi lms on single crystal SrTiO 3  (STO) and LaAlO 3  

(LAO) substrates, respectively. The greater presence of oxy-

gen vacancies on the tensile LSC fi lm was deduced by the 

presence of reduced Co species in the Co 2 p  photoelectron 

spectra that was measured at elevated temperatures. This result 

is consistent with Kushima et al.’s predictions. Tensile strained 

LSC fi lms (and also on LSM fi lms in Reference 90) exhibited 

enhanced electron transfer on their surfaces at elevated temper-

atures above 300°C, as identifi ed by  in situ  tunneling spectros-

copy ( Figure 6b ). Enhancement in vacancy concentration and 

charge transfer on tensile strained LSC fi lm surfaces can both 

accelerate oxygen reduction kinetics.     

 Kubicek et al. quantifi ed the infl uence of lattice strain 

on the kinetics of oxygen exchange and diffusion on/across 

(100) epitaxial LSC thin fi lms,  91   the same fi lms as reported 

by Cai et al.  89   The method was based on  18 O isotope exchange 

and depth profi ling with Time of Flight Secondary Ion Mass 

Spectroscopy (ToF-SIMS). Much faster surface exchange 

( ∼ 4 times) and diffusion ( ∼ 10 times) were observed for the 

tensile strained fi lms compared to the compressively strained 

fi lms in the temperature range of 280 to 475°C ( Figure 6d–e ). 

The same outcome was found for different LSC compositions 

(x = 0.2 and x = 0.4) and for surface-etched fi lms. It is not 

possible to deduce whether the enhancement arises from a 

reduction in the formation enthalpy of oxygen vacancies or an 

increase in the vacancy mobility or a better electron transfer 

activity. It is likely that all of these factors are in place. 

 Hong et al.’s work aimed to tune the catalytic activity 

through strain-induced changes in the Co spin state in LaCoO 3  

thin fi lms.  92   They probed the Co–O bond strength by Raman 

spectroscopy at different temperatures to determine the rela-

tive spin occupancies of LaCoO 3 . Strain in the LCO fi lms 

reduced the spin transition temperature (  Figure 7  ) and pro-

moted the occupation of higher spin states. The spin moment 

increase was accompanied by the weakening of Co–O bonds. 

The decrease in Co–O bond strength, as suggested by Kushima 

et al.  88   and by Pavone et al.,  93   resulted in marked enhance-

ments, up to two orders of magnitude, in the oxygen surface 

exchange kinetics detected by electrochemical impedance 

spectroscopy.        

 Generalization of stress eff ects on reactivity 
 Findings from theoretical and experimental efforts as dis-

cussed here point toward the promise of tuning oxygen sur-

face exchange and diffusion kinetics by means of lattice 

strain in existing ionic and electronic conducting oxides as 

well as metals for catalysis and energy conversion applica-

tions. The fundamental mechanism of elastic strain driven 

reactions and transport is the impact of stress on the energy 

landscape of the system, and this is broadly valid among 

various classes of materials, including polymers, metals, and 

ceramics.  12     Figure 8   illustrates the general trend, 

schematically, for several reactions and materi-

als reviewed in this article. One can see that 

the more tensile the strain (within the elastic 

limit), the lower the vacancy formation enthal-

py, vacancy migration barrier, adsorption ener-

gy (negative), and molecule dissociation energy 

barrier. All of this can be explained based 

on the weakening of the interatomic bonds in 

the tensile strained lattice. The concept is simi-

lar to doping materials to stress and expand 

the lattice, which results in lower atomic migra-

tion energy barriers.  74 , 94       

 The trends shown in  Figure 8  typically accel-

erate the surface reactions and bulk diffusion of 

oxygen at tensile strains. While this trend favors 

the device performance in fuel cells, electrolyz-

ers, ion transport membranes, and even in mem-

ristors, the same effects can become detrimental 

in corrosion where the reactions and diffusion 

should be slow. For example, the predicted 

faster oxygen diffusion in tensile strained zirco-

nia fi lms implies accelerated oxidation kinetics 

through the passive fi lm on zirconium alloys  95   

and also faster corrosion kinetics at crack tips 

with tensile strain.  96   

  

 Figure 6.      (a) Topography and crystal structure of La 0.8 Sr 0.2 CoO 3  fi lms. (b) Tunneling spectra 

(d I /d V ) at 450°C, representing the density of states, and (c) Co 2 p  photoelectron spectra 

on the tensile La 0.8 Sr 0.2 CoO 3  fi lm on SrTiO 3  (LSC/STO) and compressive La 0.8 Sr 0.2 CoO 3  fi lm 

on LaAlO 3  (LSC/LAO), at 300°C and 450°C after 90 min of annealing. Satellite peaks (Sat.) 

in (c) represent the enhanced presence of Co 2+  oxidation state in addition to the Co 3+  state 

on the tensile strained LSC/STO fi lms compared to the compressively strained LSC/LAO. 

Temperature dependence of (d) surface exchange coeffi cient,  k *, and (e) diffusion 

coeffi cient,  D *, for the tensile LSC/STO and compressive LSC/LAO thin fi lms extracted 

from analysis of O 18  depth profi les. (a), (b), and (c) are reprinted with permission from 

Reference 89. © 2011 American Chemical Society. (d) and (e) are reprinted with permission 

from Reference 91. © 2013 American Chemical Society.    
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 To extend to a few more examples, we consider ceria, 

a technologically important catalyst, catalyst support, and ion 

transport membrane material. Sayle et al.’s atomistic calcula-

tions showed that the chemical reactivity of ceria nanorods to 

oxidize CO to CO 2  (by extracting oxygen from the surface) in-

creased with applied tension and reduced when compressed.  97   

This is still another demonstration of strain-tunable reactivity 

on an oxide. The same work discussed the implications and 

relevance of the strain-driven reactivity to a variety of impor-

tant processes and applications, including TiO 2  nanoparticles 

for photocatalysis, mesoporous ZnS for semiconductor band-

gap engineering, MgO for catalysis, and Li-MnO 2  lithiation-

induced strain for energy storage. In another interesting and 

recent example, Cha et al. showed experimentally that the 

presence of dislocations considerably enhances the photocata-

lytic activity of rutile TiO 2  nanostructures.  98   The underlying 

reason was demonstrated to be the modifi cation of the band-

gap by the elastic strain fi eld of dislocations. 

 Furthermore, the fundamental mechanism here is so basic 

and deep that it can be generalized even to defect reactions in 

the bulk of a material. An extension of this understanding is to 

metal plasticity, which is governed by the behavior of disloca-

tions and their interactions with point defects and defect clusters 

in the metal. For example, it is well known that the activation 

energies for the nucleation and migration (fl ow) of dislocations 

in metals depend on applied stress.  99 – 101   At very high strain 

rates, the strain localization increases the stress and decreases 

the energy barriers of dislocation-defect interactions.  102   These 

are important to account for in predicting the strength of metals 

over a wide range of applied strain rates and temperatures.   

 Conclusions and outlook 
 The title of this article implies that we can “stretch,” that is, 

elastically strain functional oxides to enhance their surface 

reactivity and oxygen transport properties for 

electrochemical energy conversion applications. 

This theme was largely motivated by the out-

standing effects of elastic strain demonstrated 

for reaction kinetics on metal surfaces and 

in polymers, as reviewed at the beginning of 

this article. The effect of stress on the energy 

landscape of the system is the key factor that 

couples to thermal activation and helps drive 

the reaction kinetics. On metals, effects of elas-

tic strain in markedly enhancing surface re-

activity are refl ected as changes of the  d -band 

electron energies. The strain-induced shifts of 

the  d -band electron energy affect the strength 

of adsorption on a metal surface and the dis-

sociation energy barriers. 

 For oxides, the situation is more intricate 

because of the chemical, electronic, and struc-

tural complexity. Despite the compounded 

nature of the problem, recent experimental 

results are encouraging, regardless of the quan-

titative variation among them. Based on theoretical predictions, 

the impact of elastic strain on reactivity and transport properties 

of oxides takes place via a coupling of mechanics to the 

energetics of elementary reactions. Specifi cally, oxygen defect 

formation enthalpy, oxygen migration energy barrier, adsorp-

tion energy, dissociation barrier, and charge transfer barrier are 

all altered by elastic strain. Typically, tensile strain was found 

to accelerate oxygen diffusion and oxygen surface exchange 

kinetics. The common key in different classes of materials is 

the stress (force) and the weakening of the interatomic bonds, 

which helps to activate the reactions. The reasons behind the 

quantitative variation among experimental results are thus far 

more diffi cult to resolve. Stress relaxations through structural 

changes, dislocation formation, and spin-state transitions can 

all reverse the effects of elastic strain in the material. 

  

 Figure 7.      (a) The low spin (LS) – intermediate spin (IS) – high spin (HS) transition model fi tted 

to data deduced from Raman spectroscopy, including the fi tted transition temperature ( Δ ) 

and  r  2  values, for bulk (unstrained) and the 110 nm thin fi lm (strained) LaCoO 3 . (b) Fractional 

spin occupancies obtained from the fi t (LS (dotted), IS (dashed), HS (solid); bulk (gray), thin 

fi lms (red)) showing the down shift of the transition temperature in strained thin-fi lm LaCoO 3  

compared to bulk. Figures are reprinted with permission from Reference 92. © 2013 

American Chemical Society.    

  

 Figure 8.      Schematic illustration for relative changes in reaction 

energies as a function of lattice strain,  ε , in the elastic regime. 

The diagram qualitatively indicates the reduction of the molecule 

adsorption energies ( E  ads ), oxygen vacancy formation enthalpy 

( E  vac ), molecule dissociation ( E  diss ), and atom migration ( E  mig ) 

energy barriers with increasing tensile strain.    
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 One could broaden the implications of strain (stress) driven 

reactions from solid oxide fuel cells and electrolyzers to oxide-

based photocatalysts, redox-based memristive switches, and 

oxidative corrosion, where the oxidation and reduction reac-

tions at the surface/interface and diffusion of oxygen through 

an oxide phase determine the performance. Understanding how 

the oxygen defect chemistry is altered by strain can also help 

separate the indirect chemical effects of strain from its direct 

structural effects on the magnetic state transitions in magneto-

elastic oxides.  43 , 103   

 In summary, it seems promising that the surface reactiv-

ity and oxygen diffusion kinetics can be tuned by means of 

elastic strain in existing ionic and mixed conducting oxides. 

New opportunities for better understanding and control of 

this effect in oxides have been emerging through the synthesis 

of nanoscale strained thin fi lms, multilayers, and vertical het-

erostructures and through the fi rst-principles-based computa-

tional predictions. Designing new methods to quantify bond 

strengths locally in the solid state may help signifi cantly in 

these investigations. More systematic investigations to deter-

mine precisely how elastic strain and dislocations alter reac-

tivity in different oxide crystal classes are needed, as has been 

the case for metals for many years. This fi eld is fertile ground 

for exciting new discoveries to enable highly effi cient energy 

conversion devices, novel catalyst systems, and high-density 

and fast memory devices.     
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                Introduction 
 Strain is a universal phenomenon pertinent to the synthesis, 

fabrication, and applications of all types of materials. Strain 

can have two distinct regimes: In the plastic regime, materi-

als generally undergo irreversible changes, such as failure or 

property degradation. Elastic deformation, on the other hand, 

can induce reversible changes to materials properties, from 

electronic and chemical to optical; this is called elastic strain 

engineering (ESE). A particularly successful application of 

strain engineering is pushing the limit of miniaturization of 

silicon-based fi eld-effect transistors.  1   By alternating deposi-

tion of Si and Ge layers, the interlayer lattice mismatch creates 

controllable strain in the silicon crystal. The precisely con-

trolled strain breaks the crystal fi eld symmetry and reduces 

the scattering of carriers by phonons, resulting in substantially 

increased carrier mobility, which allows for further reduction 

in the channel size.   

 “Magnifi ed” strain eff ects in nanowires 
 The strength of a material depends very strongly on its 

dimensions. Typically, smaller structures can tolerate larger 

deformations before yielding. For a given rod structure under 

a bending deformation, the smaller the radius of the rod (dis-

tance to the rod axis), the larger the strain it can sustain at the 

maximum elastic loading stress.  2   Therefore, it is anticipated 

that ESE can be profi tably explored in materials with reduced 

dimensions, such as nanowires and atomic sheets. 

 Rapid progress in device miniaturization has led to the quick 

rise of fl exible, nanoscale devices for which one-dimensional 

nanowires and atomic sheets such as graphene are particularly 

promising candidate materials. These materials possess unusual 

electronic properties, frequently arising from giant surface 

effects and strong quantum confi nement. Thanks to their 

reduced dimensions, these materials also exhibit superb 

mechanical properties, some of which (e.g., graphene) are 

among the strongest human-made materials. Moreover, 

unlike in strain-engineering in the conventional microelec-

tronics industry, where uniform strain is often employed to 

enhance materials properties, in these low-dimensional wires 

and sheets, inhomogeneous strain fi elds can also be generated, 

providing unprecedented opportunities to explore paradigms 

of ESE. Therefore, nanowires and atomic sheets are ideal plat-

forms to explore novel elastic strain effects and device concepts 

at the nanoscale. 

 Wong et al. were among the fi rst to address the size 

effects of mechanical properties of nanotubes and SiC nano-

rods using atomic force microscopy (AFM).  3   They found 

that the strengths of SiC nanorods were substantially greater 
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than those found previously for SiC bulk structures. The size 

effect of nanowires is also refl ected in the variation of the 

Young’s modulus upon bending as a function of the nanowire 

diameter. Yu’s group  4   systematically investigated metallic 

silver nanowires by precisely placing individual Ag nanowires 

of different diameters over microhole arrays via focused ion 

beam milling. A calibrated AFM tip was used to push down 

on the middle point of each suspended Ag nanowire. From 

measurement of the force applied with each push and the cor-

responding displacement, the bending Young’s modulus could 

be easily deduced, as shown in   Figure 1  . It is somewhat sur-

prising to observe that the bending Young’s modulus increases 

from the bulk value of  ∼ 76 GPa to as high as  ∼ 160 GPa as 

the diameter of the nanowire decreases to  ∼ 20 nm. Similar 

observations were found for other brittle ceramic materials. 

For example, Zhu and co-workers  5   studied ZnO nanowires by 

applying an alternating electric fi eld at the tip of a single ZnO 

nanowire, causing it to undergo bending vibrations ( Figure 1b ). 

The bending Young’s modulus increased exponentially with 

decreasing ZnO nanowire diameter, from the bulk value of 

 ∼ 140 GPa to  ∼ 200 GPa at a diameter of 20 nm. A core–shell 

model was proposed to explain the abnormal increase.     

 Han and Zhang carried out a systematic investigation of the 

mechanical properties of a series of semiconducting nanowires 

(Si, SiC, and glassy silicon oxide, which are all brittle in bulk 

form).  6 – 9   The size-dependence of the energy bandgap of ZnO 

nanowires under elastic tensile strain is particularly interest-

ing, observed via  in situ  cathodoluminescence measurements 

in a scanning electron microscope (SEM). They found that the 

maximal strain and the corresponding bandgap modifi cation 

increased with decreasing nanowire diameter.  10   For example, 

the bandgap energy decreased (was red-shifted) 

by about 110 meV for a smaller nanowire 

 ∼ 100 nm in diameter under a large elastic ten-

sile strain up to  ∼ 7.3%, which is nearly double 

the value of  ∼ 59 meV for a larger nanowire 

of 760 nm in diameter under a tensile strain 

of 1.7%. A two-step linear feature involving 

bandgap reduction caused by strain and a cor-

responding critical strain was observed in ZnO 

nanowires with diameters <300 nm. The same 

group also observed unusually large elastic 

strains in copper nanowires approaching the 

theoretic elastic limit of bulk copper.  11   

 Such large elastic strains can be used to 

tune other properties of nanowires, as there 

is a strong mechanoelectrical coupling. For 

example, the conductance of ZnO nanowires 

and CdSe nanobelts (ribbon-like structures) 

increases very sensitively with the increase in 

bending strain under AFM tip manipulation.  12   

Yu’s group conducted a systematic investiga-

tion of strain modulation on the optical emis-

sion energy and electronic fi ne structures of 

ZnO nano/microwires under elastic bending 

deformation.  13 – 16   To confi rm that the bending deformation is 

in the elastic regime, a single ZnO nanowire was pushed and 

bent on a silicon substrate, before applying a drop of liquid 

to release the bent nanowire from the substrate and return it 

to its original straight form. The bending strain modifi es the 

near-edge emission energy of ZnO nanowires, as revealed by 

cathodoluminescence (CL) spectroscopy at liquid nitrogen 

temperature ( ∼ 81 K).   Figure 2   presents a collection of CL 

spectra along the axial positions of a single ZnO nanowire 

bent into an “L” shape. These were obtained from 13 axial 

  

 Figure 1.      Sample size effects on the bending Young’s modulus in (a) metallic Ag nanowires  4   

and (b) ceramic zinc oxide nanowires.  5   In both cases, the modulus ( E ) increases dramatically 

with a decrease in the nanowire diameter ( D ).    

  

 Figure 2.      Elastic strain modifi cation of the emission energy 

of cathodoluminescence of a bent ZnO nanowire. Evidence of 

elastic bending strain modifi cation on the optical properties 

of bent ZnO nanowires via high spatial/energy resolution 

cathodoluminescence (CL) at 81 K. CL spectra correspond to 

locations along the nanowires bent into L- and S-shapes.  13      
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positions corresponding to different radii of bending curvature 

(and different bending strains).  13   Clearly, the energy of the 

near-edge emission is altered by the changing bending strain, 

resulting in an overall red-shift with increasing strain. A ZnO 

nanowire bent into an “S” shape displays similar red-shifting 

at the two bent positions (maximum strains).  13   Obvious peak 

broadening is also observed.     

 Considering the electron beam scattering 

volume at the working accelerating voltage and 

the exciton diffusion length, wires of larger 

diameters would allow better resolution of the 

strain modifi cation route for the optical proper-

ties of ZnO. As shown in   Figure 3  , a hexagonal-

shaped ZnO microwire, with a diameter  ∼ 3  μ m 

and length of several hundreds of  μ m, was 

used for systematic analysis.  14   Nine posi-

tions marked with “I” to “IX” were selected 

for a CL line scan analysis along the radial 

direction. Because at each position the wire 

has a different bending radius of curvature, it 

undergoes different elastic bending strains. 

Across the cross-section at each line scan 

position, there exists a linear strain ranging 

from tensile to compressive. Clearly, the two 

free ends marked “I” and “IX” are strain-free. To 

present the change rate of the local strain along 

the axial direction, a novel parameter called the 

strain gradient  β  is proposed, which is defi ned 

as the inverse of the radius  ρ  of the bending 

curvature:  β  = 1/ ρ . With a scan step  ∼ 100 nm, 

more than 30 CL spectra were collected along 

the cross-section at each line-scan position. The 

complete sets of the CL spectra collected at the 

nine positions are presented in  Figure 3 , and 

the corresponding strain gradients are marked 

as well. The two dominant exciton peaks shift 

linearly with the strain gradient.  14       

 CL spectroscopy in the SEM not only guar-

antees very high spatial resolution compared 

to laser excitation but also has high energy 

resolution at low temperature, allowing for 

the collection of very clean spectra that make 

the subsequent analysis much more straight-

forward. Therefore, a systematic CL spectros-

copy analysis was conducted at liquid helium 

temperature ( ∼ 5.4 K), as shown in  Figure 3 .  15   A 

representative series of CL spectra are pre-

sented that were obtained from a line scan along 

the cross-sectional direction of another bent 

ZnO microwire. Surprisingly, modifi cation of 

the bending strain is asymmetric, that is, at the 

tensile side, a mono red-shift with an increase 

in the tensile strain can be seen. However, on 

the compressive side, blue-shifting, broaden-

ing, and peak splitting occur with increasing 

compressive strain. Such a strain gradient effect is unique 

and representative for nanowire structures under non-uniform 

bending deformation, as the strain gradient causes a built-in 

fi eld that can manipulate the transport of the carriers, leading 

to possible new concept devices. 

 Elastic strain also has signifi cant effects on other func-

tional properties of the nanowires.  16 – 20   Yang et al. investigated 

  

 Figure 3.      (a) Strain gradient effects in ZnO microwires. (a) Top left: Scanning electron 

microscope image of a ZnO microwire with a diameter of  ∼ 3  µ m and hexagonal cross-

section, and (top right) nine axial positions selected for cathodoluminescence (CL) spectral 

line scans along the nanowire radial direction ( r ). The resulting CL spectra (bottom) show 

the effect of the change from compressive to tensile strain across the wire at strained 

locations.  14   (b) Emission photon energy as a function of strain of a bent ZnO microwire 

with a diameter of  ∼ 2.5  µ m at  ∼ 5.4 K.  15   Mono red-shift occurs with the increase in the 

tensile strain, while blue-shift, broadening, and peak splitting occur with the increase in the 

compressive strain.    
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the piezoresistance of a single  p -silicon nanowire under 

uniaxial tensile/compressive strain and observed a so-called 

giant piezoresistance phenomenon.  16   Liu et al. theoretically 

constructed an elastically strained silicon nanoribbon, which 

consists of a normal and a strained unit cell, called a single-

element electronic heterojunction superlattice.  18   In such a 

strained confi guration, it is predicted that, due to the strain 

effect and quantum confi nement, it is possible to manipulate 

the motion of carriers via elastic strain. 

 Wu et al. demonstrated another excellent example of elastic 

strain manipulation of nanowire properties.  20   Via simple tip 

manipulation of the bending deformation of a single-crystal 

vanadium dioxide nanowire, they were able to control the 

metal–insulator transition at room temperature, which normally 

happens at an elevated temperature in its bulk counterpart, as 

shown in   Figure 4  .     

 Wang’s group at the Georgia Institute of Technology has 

used the elastic bending deformation of ZnO micro/nanowires 

to create new kinds of nanogenerators  21 – 26   and fl exible strain 

sensors.  27 , 28     Figure 5   summarizes the main physical principle 

as to how elastic bending strain converts mechanical energy 

into electricity using piezoelectric ZnO nanowires. The initial 

nanogenerators are based on a tungsten AFM tip bending ver-

tically arrayed ZnO nanowires, and the output arises from the 

unique coupling of piezoelectric and semiconducting proper-

ties. It is found that a metal (tungsten tip)-semiconductor (ZnO 

nanowires) Schottky barrier plays a crucial role and governs 

the whole power generating process. Specifi cally, no output 

current is collected when the tungsten tip fi rst touches the 

nanowire and pushes the nanowire, and power output occurs 

only when the tip touches the compressive side of the bent 

nanowire. So far, fl exible high-output nanogenerators based 

on ZnO nanowire arrays have already been demonstrated that 

can charge light-emitting diodes  25   and could potentially be 

used in wireless microelectronic devices.  27   The excellent 

mechanical and strain-enhanced physical properties have made 

semiconductor nanowires competitive and promising candi-

dates for use in fl exible solar cells  29   and supercapacitors.  30         

 Graphene, the strongest material 
   Graphene is a two-dimensional atomic carbon sheet that dis-

plays remarkable and distinctive electronic and mechanical 

properties  31 – 33   (see the December 2012 issue of  MRS Bulletin ). 

Its unique electronic properties, which arise from a linear 

Dirac-like band dispersion near the Fermi level, have led to 

novel physics and have stimulated intensive investigations into 

high mobility all-carbon electronics. Because graphene con-

sists of a two-dimensional sheet of covalently bonded carbon 

atoms, its intrinsic tensile strength is predicted to exceed that 

of any other material. This enormous strength is the motiva-

tion for the current use of carbon-fi ber reinforcements, whose 

strength still falls well short of the intrinsic value of the fi bers, 

in advanced composites. Replacement or supplementation 

with graphene may permit even higher performance compos-

ite materials. 

 Lee et al. experimentally verifi ed the ultrahigh strength 

of graphene.  34   As shown in   Figure 6  , the elastic properties 

and intrinsic breaking strength of freestanding monolayer 

graphene membranes were studied by nano-indentation using 

AFM. Analysis of the shape of the force-displacement curves 

yields a Young’s modulus of  ∼ 1 TPa, equivalent to the basal-

plane stiffness of graphite—as expected due to the weak 

interlayer interaction. To deduce the breaking strength from 

the measured breaking force, fi nite element analysis simulated 

the experiment, employing a nonlinear constitutive model of 

the stress–strain behavior. The simplest such model yields an 

intrinsic strength of 130 GPa. Subsequent analysis employing 

a more detailed nonlinear anisotropic model yielded a more 

accurate value of 100 GPa from the same data.  35   This ultrahigh 

strength demonstrates that graphene is the strongest material 

  

 Figure 4.      Elastic bending strain manipulation of metal (bright 

contrast)–insulator (dark contrast) transition at room temperature 

in VO 2  nanowires.  20      

  

 Figure 5.      Nanowire nanogenerators based on piezoelectric ZnO 

nanowires: Elastic bending strain transfers mechanical energy 

into electricity, revealing a unique coupling of piezoelectric and 

semiconducting properties in a metal-semiconductor Schottky 

barrier governed transport process.  V  m , potential at the metal tip; 

 V  s , potential at the nanowire;  I , current.  21 – 25 , 27      
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ever measured, and shows that atomically perfect nanoscale 

materials can be mechanically tested to deformations well 

beyond the linear regime. In more recent work, Lee et al. have 

demonstrated that this ultrahigh strength is maintained even in 

the presence of grain boundaries, opening up the possibility of 

large-area applications.  36       

 The ultrahigh mechanical strength makes it possible to impart 

very large elastic strains, which can signifi cantly engineer the 

electronic states of graphene.  37 – 39   In particular, strain causes 

shifts in the location of the Dirac points in the electronic band 

structure in the same way as an applied mag-

netic fi eld. A particularly dramatic example 

of this effect was demonstrated by Levy and 

co-workers on highly strained nanobubbles 

in graphene grown on a Pt(111) substrate, as 

shown in   Figure 7  . Via detailed measurements 

and simulation of the scanning tunneling 

spectra, they found that the bending strain 

of the bubbled graphene caused enormous 

pseudo-magnetic fi elds greater than 300 Tesla, 

resulting in quantized Landau levels.  39   These 

results  34 , 39   suggest that strain engineering at 

nanoscale energy levels can be a viable means 

to control the electronic structure of graphene 

even at room temperature. The experimental 

demonstration of the enormous pseudo–

magnetic fi elds also provides a new basis 

to study the charge carriers in previously 

inaccessible extremely high magnetic fi eld 

regimes in condensed matter and to achieve deliberate me-

chanical control over electronic structure in graphene.     

 Feng et al.  40 , 41   presented a recent example demonstrating 

strain engineering of an atomic sheet. They considered the 

possibility of tuning the optical absorption and charge carrier 

dynamics in an atomically thin semiconducting membrane. 

The central idea proposed is to utilize the spatial variation of 

the bandgap induced by the elastic strain fi eld to direct the 

fl ow of charge carriers and create a spatial concentration 

of excitons or charge carriers. Using this idea, a photovoltaic 

device that is made from a strain-engineered MoS 2  mono-

layer was proposed. As shown in   Figure 8  , the atomic sheet 

is subject to a central load confi guration under a mechanical 

indenter, whereupon an inhomogeneous strain fi eld is focused 

toward the center of the membrane. The strain fi eld thus 

  

 Figure 6.      Elastic properties and intrinsic breaking strength of 

freestanding monolayer graphene membranes suspended on 

microholes by atomic force microscope (AFM) nanoindentation.  34   

The schematic (c) depicts how force is applied with the AFM 

tip, and scanning electron microscopy (a) and AFM images 

((b) intact and (d) fractured) show the graphene before and after 

measurements. (a) I is a hole without graphene; II is a hole with 

graphene; and III is broken graphene.    

  

 Figure 7.      Demonstration by scanning tunneling microscopy 

of quantized Landau levels occurring in bubbled graphene—a 

result of strain-induced pseudo-magnetic fi elds greater than 

300 T.  39      

  

 Figure 8.      Strain-engineered artifi cial atom as a broad-spectrum solar energy funnel. 

Mechanical indentation of a monolayer sheet of MoS 2  creates a strain gradient and 

corresponding variation in bandgap, resulting in broad spectrum absorption and funneling 

of charge carriers to the indentation site.  40      
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produced then modulates the exciton spectrum of the semicon-

ductor to create an effective built-in fi eld, concentrating the 

charge carriers toward the center of the funnel-shaped device. 

Feng et al. proposed that a strain-engineered funnel device 

will capture and concentrate a broad range of the solar spec-

trum as schematically shown in  Figure 8 . Very recently, using 

photoluminescence imaging, a strain-induced reduction of 

the direct bandgap and funneling of photo-generated excitons 

toward regions of higher strain was experimentally observed 

in MoS 2  monolayers.  42   In another experiment, Nam et al. 

induced a strain gradient along Ge nanowires to induce charge 

carrier concentration similar to conventional semiconductor 

heterostructure. This effect was probed by spatially resolved 

photoluminescence measurements.  43         

 Summary and outlook 
 Semiconductor nanowires and graphene are representative 

1D and 2D nanostructures, respectively, which can tolerate 

much higher elastic deformation compared to their bulk 

counterparts. Just as classical chemical doping allows for the 

fabrication of a wide range of optoelectronic devices, such 

as photovoltaic cells, semiconductor lasers, light-emitting 

diodes, and fi eld-effect transistors, elastic strain offers another 

degree of freedom to continuously and reversibly tune the lat-

tice parameter in nanowires and atomic sheets, and to modu-

late the electronic states and even carrier dynamics. We would 

like to point out that although there has been exciting prog-

ress already made in the elastic strain engineering of nano-

wires and atomic sheets, many challenges remain in this fi eld. 

Innovative ideas, novel means of characterization, and more 

powerful and effective methods of theoretical calculations 

and simulations are needed before the dream of new concept 

strain-modulated nanodevices is realized and changes our 

daily lives.     
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