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We show that the wide-band gap compound semiconductors ZnO, ZnS, and CdS feature large
photoplastic and photoelastic effects that are mediated by point defects. We measure the mechanical
properties of ceramics and single crystals using nanoindentation, and we find that elasticity and plasticity
vary strongly with moderate illumination. For instance, the elastic stiffness of ZnO can increase by greater
than 40% due to blue illumination of intensity 1.4 mW=cm2. Above-band-gap illumination (e.g., uv light)
has the strongest effect, and the relative effect of subband gap illumination varies between samples—a clear
sign of defect-mediated processes. We show giant optomechanical effects can be tuned by materials
processing, and that processing dependence can be understood within a framework of point defect
equilibrium. The photoplastic effect can be understood by a long-established theory of charged dislocation
motion. The photoelastic effect requires a new theoretical framework which we present using density
functional theory to study the effect of point defect ionization on local lattice structure and elastic tensors.
Our results update the longstanding but lesser-studied field of semiconductor optomechanics, and suggest
interesting applications.

DOI: 10.1103/PhysRevLett.129.065501

Introduction.—The literature on the interaction between
light and the mechanical properties of semiconductors
covers two distinct phenomena that have been more-or-less
understood for decades: photostriction and photoplasticity.
Photostriction occurs as illumination promotes electrons
from the valence to the conduction band, thereby changing
the cohesive energy and free volume of the crystal [1].
Photostriction can be calculated from thermodynamic coef-
ficients, and typically has a small effect on the elastic
modulus, although large effects have been reported [2,3].
Photoplasticity occurs as illumination changes the charge
state of dislocations and point defects, thereby changing the
force required for plastic deformation [4–9]. Photoplasticity
is correlatedwith photoconductivity because deep levels that
“store” charge, leading to persistent photoconductivity,
can also contribute to dislocation pinning [4,6,10]. Giant
photoplasticity has been reported in II-VI semiconductors;
the magnitude of the photoplastic effect was brought into
striking relief by a recent study of ZnS by Oshima et al.
[11–15].
Large effects of illumination on elasticity—here termed

giant photoelasticity—are less understood. Partially revers-
ible elastic constant changes of up to 20% were reported in
chalcogenide glasses and ascribed to photoinduced bond
rearrangements [16,17]. Giant, reversible photoelasticity
was reported based on nanoindentation measurements of
ZnO and ZnS nanostructures and ascribed to surface

photovoltage (SPV), and it is recognized that SPV can
generate optomechanical response in polar crystals via the
piezoelectric effect [2,13,17,18]. It is also well-known that
illumination can toggle between bistable lattice configu-
rations at deep levels, such as DX centers in III-V’s, and
negative-U centers in oxides and chalcogenides [19–23].
The connections between point defects, deep level ioniza-
tion, local lattice distortion, illumination, and elasticity
have yet to be studied.
Here we report giant and reversible photoplasticity and

photoelasticity in CdS, ZnS, and ZnO. We measure
optomechanical effects using nanoindentation combined
with light illumination of variable intensity and wave-
length. We find that optomechanical response can be tuned
by sample processing, guided by principles of defect
engineering. We use density functional theory (DFT) to
study the effect of deep level ionization on elasticity, and
we find a diversity of large effects that are semiquantita-
tively consistent with our experimental results. Our results
illustrate the atomic origins of large optomechanical effects
that remain little studied, but may be present in many
compounds.
Methods.—We purchased samples from MTI Corp.: CdS

single crystal, (0001) orientation; ZnS polycrystal, multi-
spectral grade; ZnO single crystal, (112̄0) orientation
(a-plane). We measured samples as-received and after
annealing at 500 °C for 120 h in a vacuum atmosphere
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(CdS, ZnS, and ZnO, “ann. 1” below) and in a sulfur
atmosphere (CdS and ZnS, “ann. 2” below). All samples
were measured with as-delivered surfaces except for the
vacuum-annealed ZnO, which we polished before meas-
urement. We obtained a sample of ZnO with record-low
defect density, made by homoepitaxial growth (film thick-
ness 800 nm) with ozone-assisted molecular beam epitaxy
[24]. We performed nanoindentation measurements using a
Bruker Hysitron TriboIndenter 950, equipped with a
standard diamond Berkovich tip. We performed measure-
ments in two modes, high-speed indentation, and depth
profiling. We illuminated samples during indentation using
a custom-built illuminator.
We use DFT to study the contribution of point defect

ionization and subsequent lattice relaxation to photoelas-
ticity [25,26]. We simulate 2 × 2 × 2, 2 × 2 × 3, and
3 × 3 × 2 CdS supercells with one sulfur atom removed
in each case, corresponding to vacancy concentrations
6.25%, 4.17%, and 2.78%, respectively. An uncharged
supercell, with no electrons removed, corresponds to a
neutral vacancy (V×

S ),whereas a supercellwith two electrons
removed corresponds to a doubly ionized vacancy (V••

S ).
Results.—We find large and reversible photo hardening

of CdS, ZnS, and ZnO. In Figs. 1(a) and 1(b) we present
the hardness and Young’s modulus (E) measured by

nanoindentation in the dark and under blue illumination
(470 nm, 1.4 mW=cm2). Each dataset for a given illumi-
nation condition represents measurements at 108 distinct
locations on the sample surface during successive cycles of
light and dark conditions. In Fig. 1(c) we show the history
dependence of hardness measured on CdS through multiple
illumination cycles. CdS shows the largest and most
repeatable optomechanical response. ZnS shows photo-
hardening, but much smaller photo-elasticity than CdS.
This is expected if sulfur vacancies are the source of giant
photoelasticity, because multispectral ZnS is treated to
improve optical transparency by reducing the sulfur
vacancy concentration. However, despite the substantial
dispersion in the measured data for ZnS, there is greater
than 99% confidence that the dark and illuminated con-
ditions have different elastic modulus (Student’s jtj ¼ 6.6).
ZnO shows sizable photohardening and photoelasticity, but
also shows the largest memory effect.
We find that the optomechanical effects increase as the

illumination energy increases towards the band gap for all
samples. In Fig. 1(d) we show the dependence of E
measured on CdS with varying illumination wavelength:
the photoelastic effect is finite but small for below-band gap
light, then increases quickly for blue, violet, and uv
illumination. This is evidence that the optomechanical

FIG. 1. Giant optomechanical effects in wide-band-gap II-VI compounds measured by nanoindentation. (a) Hardness and (b) Young’s
modulus (E) measured in the dark and under blue illumination by an LED with center wavelength 470 nm; irradiance at the sample
surface is 1.4 mW=cm2. The data shown include three successive cycles of darkness or illumination, and at each condition the
measurement is repeated at 36 distinct locations, for a total of 108 separate measurements each for dark and illuminated conditions. The
individual data are plotted directly; errorbarrs report average and standard deviation. Orange bars indicate the average change between
dark and illuminated conditions. (c)–(e) Additional details provided for measurements on CdS. (c) Hardness during successive
conditions of dark (D) and blue illumination (B). The data and error bars report the average and standard deviation of the 36
measurements performed at each condition; orange line traces the averages. (d) Dependence of E on the color of illumination,
from red to uv; result of measurements in the dark are also shown. The irradiance is different for each condition: red
ð660 nm; 1.9 eVÞ ¼ 3.3 mW=cm2; green ð530 nm; 2.3 eVÞ ¼ 0.99 mW=cm2; blue ð470 nm; 2.6 eVÞ ¼ 1.4 mW=cm2; violet
ð420 nm; 3.0 eVÞ ¼ 1.9 mW=cm2; uv ð365 nm; 3.4 eVÞ ¼ 22 mW=cm2. (e) Depth dependence of the photoelastic effect, showing
dark conditions (gray) and blue illumination (blue); illumination conditions are as in (a)–(c). Error bars on individual points represent the
standard deviation of repeated measurements, and the solid lines are guides to the eye. The orange vertical bars indicate the photoelastic
effect.
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response is associatedwith carrier generation and trapping at
defect levels. Depth-profile measurements reveal a non-
monotonic depth dependence of the photoelastic effect
[Fig. 1(e)]. The effect is enhanced at larger indentation
depth, which could result from interaction between charge
trapping at point defects and an increasing concentration of
dislocations, whichmay themselves be light sensitive, as are
some screw dislocations in CdS [27]. Depth dependence
may arise from interplay of nanoindentation geometry with
nonisotropic photoelasticity. We also see a slight enhance-
ment of photostiffening near the sample surface, which
could result from stronger near-surface light absorption.
It is established that photoplasticity is related to photo-

conductivity by the interaction of dislocations with charge
trapped at point defects [4,5]. Ionization of point defects
associated with persistent photoconductivity is accompa-
nied by substantial lattice relaxation; this was described for
III-V semiconductors by Lang and Logan, later for ZnO,
CuInSe2, and CuGaSe2 by Zhang, Wei, Zunger, and Lany,
and more recently for CdS by ourselves [19,21–23]. These
patterns of lattice relaxations create energy barriers that
forestall carrier capture and recombination, so that photo-
excitation produces persistent photoexcited ionized states.
The effects of such lattice relaxations on elastic properties
have not been studied, to our knowledge. We hypothesize
that charge trapping at point defects under illumination is
responsible for both photoplasticity and photoelasticity. To
test this hypothesis, we anneal our samples to change point
defect concentrations. We present our results in Fig. 2. We
find that annealing reduces the photoplastic and photoelas-
tic effects in all samples. These results confirm that the
photoelastic effect can be controlled by materials process-
ing, but do not yet directly confirm our hypothesis, because
the defect concentrations remain unknown. Inductively
coupled plasma optical emission spectroscopy (ICP-
OES) measurements on CdS find an increase in S=Cd
ratio upon annealing, changing from 0.958� 0.006 for the
original sample, to 0.980� 0.001 and 0.976� 0.002 for
the vacuum- and sulfur-annealed samples, respectively
(error bars represent the statistical deviation of multiple
measurements), consistent with our hypothesis. ICP-OES
cannot measure intrinsic defect concentrations in ZnS and
ZnO. As a further test, we measured the optomechanical
response of homoepitaxial ZnO with record-low defect
density [24]. We find that this nearly perfect ZnO has no
optomechanical response, further supporting our hypo-
thesis that photoplasticity and photoelasticity results from
charge state transitions at point defects.
Next, we evaluate theoretical models to explain giant

photoelasticity. We find that the local effects of lattice
relaxation around ionized point defects are semiquantita-
tively consistent with the experimental observations. More
conventional models of photostriction and the piezoelectric
effect are not consistent with experiments.
We focus first on CdS, for which it is understood that

charge trapping and lattice relaxation at sulfur vacancies is

responsible for persistent photoconductivity [23]. Sulfur
vacancies are deep double donors occupied by two elec-
trons at equilibrium (V×

S in Kroger-Vink notation). Upon
ionization, the lattice relaxes around the vacancy so as to
raise the transition energy level close to the conduction
band edge, converting the defect into a shallow donor; we
have termed this defect-level switching [28]. In Figs. 3(a)
and 3(b) we illustrate how the atomic lattice changes, first
upon introduction of a neutral vacancy (V×

S ), and then by
vacancy ionization (V×

S → V••
S ). Upon introducing V×

S we
observe a peculiar pattern of lattice relaxation, whereby
three of the Cd ions move inwards towards the vacancy,
while one moves out [Fig 3(a)]. This three-in, one-out
pattern can be reproduced with any one of three Cd ions
directed mainly in the â-b̂ plane from the sulfur vacancy
moving outward. However, the forth, directed along ĉ,
cannot be made to relax outward. Even manually initiating
the energy minimization with this forth ion displaced
downward (in the view in Fig. 3) results in its relaxation
inward, and the selection of a different ion to relax outward.
For a simpler case we also model cubic ZnS. In Figs. 3(c)
and 3(d) we illustrate the same sequence from the pristine
lattice, to a neutral vacancy (V×

S ), to an ionized vacancy

FIG. 2. Controlling giant optomechanical effects through sam-
ple processing. (a) Hardness and (b) Young’s modulus (E)
measured in the dark and under illumination by an LED for
samples processed with different annealing conditions. Illumi-
nation conditions are the same as in Fig. 1. Gray and blue
symbols indicate individual measurements taken during three
successive dark or illumination cycles, totaling 108 separate
measurements for each condition. Gray and blue lines trace the
average for each condition, and the orange bars highlight
the change upon illumination. The samples are labeled “orig.” for
the original, as-received samples, “ann. 1” for vacuum-annealed
samples, “ann. 2” for sulfur-annealed samples, and “homo” for
homoepitaxial ZnO.
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(V••
S ). We again observe a pattern of broken rotational

symmetry around V×
S , with one Zn ion protruding.

However, due to the higher symmetry of ZnS vis-à-vis
CdS, any of the four Zn ions can be selected to protrude.
These details pose interesting questions about how the
three-in, one-out pattern manifests in real samples.
For a complementary view of the lattice instabilities and

relaxation pathways, we analyze the phonon spectra. In
Figs. 3(e) and 3(f) we present the zone center (Γ point)
phonon density of states (DOS) of CdS in four cases,
calculated from a 2 × 2 × 2 supercell. In Fig. 3(e) we plot
the spectra for a pristine lattice, and for the lattice after
introducing a V×

S site but before relaxation. The negative-
frequency phonon modes signal the lattice instability. We
observe two negative-frequency branches: a single mode at
−33 cm−1 corresponding to an outward relaxation of the
Cd ion directed along ĉ, and a degenerate mode at
−39 cm−1 corresponding to outward relaxation of one of
the other three Cd ions. This frequency splitting explains
the observation, in our numerical experiments, that the

three-in, one-out pattern always selects one of the three
Cd ions mainly in the â-b̂ plane, but never the one directed
along ĉ. The modes at −39 cm−1 correspond closely to the
relaxation illustrated in Fig. 3(a).
In Fig. 3(f) we plot the spectra for a relaxed lattice with a

V×
S site, and for the lattice after ionizing but before

relaxation. We observe one negative-frequency branch,
which corresponds to the outward relaxation illustrated
in Fig. 3(b). In this case there is no degeneracy, because the
three-in, one-out pattern is already selected at the start of
the simulation.
V×

S → V••
S ionization is accompanied by a large lattice

relaxation in both CdS and ZnS. In Fig. 3(g) we quantify
the change in Cd-Cd and Zn-Zn spacing relative to the
pristine lattice, and we see that cation-cation distances
change by more than 30% upon ionization. Because of
these large lattice relaxations, the ionized state is meta-
stable, with relaxation times on the order of 1 s or longer at
room temperature for CdS. As a result even mild
illumination can maintain a high fraction of defect
ionization [23].

FIG. 3. Theoretical results for the change in the crystal lattice and elastic properties upon sulfur vacancy double ionization in CdS and
ZnS. (a)–(b) Visualizing the lattice changes in CdS through the sequence: pristine → V×

S → V••
S . Cd atoms shown in magenta, S shown

in yellow; the missing sulfur atom and its coordination polyhedron are shown in red. (a) Change upon introducing a neutral sulfur
vacancy. Black dashed line traces the Cd4 tetrahedron in the pristine lattice, red polyhedron highlights the Cd4 arrangement after
introducing the vacancy and relaxing the lattice. (b) Change upon ionizing the sulfur vacancy. Black dashed line traces the Cd4
tetrahedron in the lattice with neutral V×

S , red polyhedron highlights the Cd4 arrangement after ionizing and relaxing the lattice. (c)–(d)
As in (a)–(b), but for the case of ZnS; Zn atoms are shown in gray. (e)–(f) Γ-point phonon DOS presented as histograms; negative-
frequency modes that drive lattice relaxation are indicated with red arrows. (e) Data for pristine CdS, and after creating a sulfur vacancy
but before relaxing the lattice [indicated as excited state ðV×

S Þ�]. (f) Data for a relaxed lattice with a neutral vacancy, and after ionizing the
vacancy but before relaxing the lattice [indicated as excited state ðV••

S Þ�]. (g) Change in Cd-Cd and Zn-Zn distances around a sulfur
vacancy, relative to the pristine lattice. Distances contract around V×

S and expand around V••
S , as illustrated in (a)–(d). Error bars present

the span of results calculated for varying [VS], up to 6.25% and 8.33% missing sulfur atoms for the case of CdS and ZnS, respectively.
(h) Change in c11 for neutral and doubly ionized vacancies in CdS, for a range of missing sulfur atoms fractions [VS]. The photoelastic
response is the difference between the neutral (gray, representing dark conditions) and ionized (blue, representing illuminated
conditions) data, colored in orange. The orange dashed line marks [VS] for the original CdS sample, determined by ICP-OES. (i) As in
(h), but for the case of ZnS.
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The large lattice relaxations are accompanied by large
changes in the elasticity. In Figs. 3(h) and 3(i) we present
the calculated c11 for varying [VS] for CdS and ZnS for the
cases of neutral and ionized vacancies. Although introduc-
ing vacancies softens the lattice relative to the pristine case,
the lattice then stiffens upon ionization V×

S → V••
S : this is

the photoelastic effect. DFT predicts a large photoelastic
effect, on the order of 5% for the realistic [VS].
Summary.—We establish that giant photoelasticity is a

generic phenomenon in common wide-band-gap com-
pound semiconductors, and we show that both photoelas-
ticity and photoplasticity can be tuned by materials
processing. We demonstrate that the phenomena of ioniza-
tion and lattice relaxation at point defects have substantial
impacts on material elastic properties, far larger than the
effects of photostriction and piezoelectricity. In the
Supplemental Material we describe further the methods
used, and present additional results and analysis [29–49].
Our results suggest future research into applications of

giant optomechanics for structural metals, flexible elec-
tronics, and radiofrequency filters. We also anticipate
further fundamental research into the nanomechanical
properties of point defect transformations, including in
lesser-studied semiconductors and in layered materials with
highly anisotropic mechanical properties. There is an
opportunity to advance DFT methods to more accurately
model the elastic properties of crystals with neutral and
ionized point defects. Orbital physics could help to explain
trends in lattice relaxation; for instance, the three-in, one-
out pattern observed here could result from a Jahn-Teller
effect acting on cation molecular orbitals. There is also an
open question of how the pattern of broken symmetry
manifests across a population of defects. We hypothesize
that long-range stress and strain fields can mediate inter-
actions between the configurations of distant defects,
producing an elastic tensor with symmetry distinct from
the pristine crystal. Fields introduced during mechanical
testing could similarly interact with point defect configu-
rations, making the elastic tensor a dynamical field that
interacts with both illumination and applied stress.
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S1. Experimental methods, extended presentation 

We performed nanoindentation measurements using a Bruker Hysitron TriboIndenter 950, 

equipped with a standard diamond Berkovich tip. We performed measurements in two modes, high 

speed indentation and depth profiling (XPM and CMX, respectively, in the manufacturer’s 

terminology). We determined sample hardness and reduced modulus using the Oliver-Pharr 

method   [29]. We calculated the sample Young’s modulus from the reduced modulus using 

Poisson ratios of 0.346, 0.327, and 0.225 for CdS, ZnO, and ZnS, respectively, together with the 

properties of the diamond indenter (elastic modulus = 1140 GPa, Poisson ratio 0.07).  

We illuminated samples during indentation using a custom-built illuminator with light-

emitting diodes (LEDs) with center wavelengths 660, 530, 470, 420, and 365 nm; the first four are 

LUXEON Z LEDs integrated on a Saber Z4 color mixing array (LuzeonStarLEDs) used without 

a lens, and that at 365 nm is a LZ1-00UV00 (Osram/LEDEngin) used with a lens. We measured 

the illumination intensity at the sample position using a calibrated Si diode, both with the diode 

installed on the instrument stage with an appropriate aperture, and with benchtop measurements; 

the intensity values reported here are averages of multiple such measurements.  

We measured the composition of CdS by inductively coupled plasma optical emission 

spectroscopy (ICP-OES) using an Agilent ICP-OES VDV 5100 spectrometer, operated in the 

radial configuration. We prepared calibration standards of 500 and 750 µg/ml for cadmium and 

sulfur, respectively, by diluting 1000 µg/ml single-element standards of each element (Inorganic 

Ventures) with 2% HNO3. We prepared aqueous solutions of the samples by adding 40 mg of 

sample powder to 1 mL of 68% HNO3 and heating on a hotplate at 70 ˚C until the solution was 

clear, before diluting to 2% HNO3 with deionized water. We filtered all standards and samples 

with a 0.2 µm filter. 



Samples for transmission electron microscopy (TEM) were prepared following standard lift-

out techniques, using a Helios 660 Dual Beam FIB/SEM. Surface damage and Ga implantation 

were removed using a Fischione Nanomill 1040 Ar-ion mill. TEM imaging and diffraction were 

performed on a Thermo Fisher Themis Z G3 60-300 kV (scanning) transmission electron 

microscope operated at 200 kV. Selected area electron diffraction (SAED) patterns were collected 

with parallel illumination on the Ceta CMOS camera. A 10 um objective aperture was used for 

bright field and “dirty” dark field imaging.  

 

S2. Theoretical and computational methods, extended presentation 

To study the contribution of point defect ionization and subsequent lattice relaxation to photo-

elasticity, we use density function theory (DFT) calculations performed using the Vienna ab-initio 

simulation package (VASP), version 5.4  [25,30,31]. We treat the core and valence electrons by 

the projector-augmented plane-wave method, and we approximate the exchange-correlation 

interaction by the generalized gradient approximation functional, implemented in the Perdew-

Burke-Ernzerhof form  [32]. The energy minimization and force convergence criteria are 10−7 eV 

and 10−3 eV/Å, respectively. The 𝑘-mesh are chosen so that the product of the lattice constant and 

the number of 𝑘-points is larger than 30 Å. We simulate 2 × 2 × 2, 2 × 2 × 3, and 3× 3 × 2 

wurtzite CdS supercells with one sulfur atom removed in each case, corresponding to vacancy 

concentrations 6.25%, 4.17%, and 2.78%, respectively. We also simulate 3× 3 × 3 zincblende 

ZnS and CdS supercells with one sulfur atom removed, corresponding to vacancy concentrations 

3.70%. An uncharged supercell, with no electrons removed, corresponds to a neutral vacancy (VS
×), 

whereas a supercell with two electrons removed corresponds to a doubly-ionized vacancy (VS
∙∙). 

We mechanically relax the supercells using the conjugated gradient (CG) algorithm. In each case, 

we calculate elastic stiffness tensors after relaxation, and phonon modes by the finite-difference 

method  [33,34]. 

To simulate the ionized defects in the supercell, we reduce the total electron number of the 

system, using NELECT tag provided by VASP. The simple approach works because the two 

electrons trapped at VS
×  have the highest and next-to-highest energy in the system, and DFT 

converges to the lowest system energy. We confirm the change in defect charge state by plotting 

the electron localization function.  

Changing the total electron count in the supercell creates two practical issues in the calculation. 

First, the long-range Coulomb interaction between charged defects diverges under periodic 

boundary conditions. To address this, a homogenous (“jellium”) background charge is introduced 

to enforce overall charge neutrality and ensure convergence of the total energy. The second issue 

is the shifting of the total energy. The DFT calculation includes the interactions between charged 

defects and the jellium background. We want to subtract these unphysical interactions because the 

charged defects are not in reality periodic, and the jellium background is an artifact introduced for 

computational convenience. VASP uses several terms to correct the total energy. The leading term 

𝑒2𝑞2𝛼

𝐿𝜀
 describes the interactions between periodic charged defects, where 𝑞 is the net charge, 𝐿 is 



the supercell size, 𝛼  is the Madelung constant and 𝜀  is the dielectric constant. Higher terms 

describe the interaction between the charged defects and jellium background, and the interaction 

of the jellium background with itself [35,36].  

These currently-available and widely-used methods of calculating the total energy of a charged 

supercell still suffer from  systematic errors  [37]. Nevertheless, we claim that these errors do not 

strongly affect the calculated elastic moduli, since the errors depend mainly on supercell size, and 

are relatively insensitive to small reconfigurations of the atomic lattice.  

Since the introduction of vacancies breaks the symmetry of the pristine lattice, stiffness tensor 

elements that are equivalent for the pristine crystal may develop slight differences. We therefore 

remove the sulfur atom at high-symmetry position and average the stiffness tensor elements 

according to the hexagonal or cubic symmetry of the pristine crystal, to produce estimates that can 

be more directly compared with experiments. We found that the elasticity calculation results 

depend on the energy cutoff used during convergence testing; for consistency, we use 520 eV as 

cutoff energy for all calculations. 

Accompanying this manuscript is a movie file (“CdS 2x2x2 ionization movie.mpg”) 

visualizing the lattice relaxation following sulfur vacancy ionization in CdS (VS
×
VS

∙∙), produced 

from the lattice relaxation process calculated in DFT for a 2 × 2 × 2  wurtzite supercell. To 

simulate the lattice relaxation, we use Quantum Espresso (QE) package, which is based on DFT 

and plane-wave sudopotential method, and we use XCrySDen to convert the trajectory of lattice 

relaxation into a movie  [38–40]. In the movie, the direction and length of green arrows represent 

the direction and strength of the instantaneous force applied on each atom. 

To quantify photostriction, we use a model describing the effect of strain gradients on exciton 

concentration (i.e. an exciton funnel) as described by Fu et al.  [41]: 

∇(𝐷∇𝑛 − 𝜇𝑛∇𝐸𝑔) = 𝑔(𝑟) −
𝑛

𝜏
    (Eq. 1) 

𝑛 is the exciton concentration; 𝜇 is the carrier mobility (we use 𝜇 = 150 cm2/V∙s); 𝐷 = 𝜇𝑘𝐵𝑇 is 

the diffusivity; 𝑔(𝑟) is the optical generation rate, estimated by the illumination intensity of 1.5 

mW/cm2 corresponding to the blue LED (470 nm) and the finite absorption length at this 

wavelength; 𝜏 = 200 ps is the excited-state lifetime; this can vary by many orders-of-magnitude 

without affecting our results. The strain gradient ∇𝜖  creates a band gap gradient ∇𝐸𝑔  via the 

coefficient 
d𝐸𝑔

d𝜀
⁄ . We estimate ∇𝜖 using a circularly-symmetric model of nanoindentation, and 

we calculate 
d𝐸𝑔

d𝜀
⁄  using DFT. We numerically solve the generation-drift-diffusion-

recombination equation (Eq. 1) using MATLAB. The details of the strain gradient ∇𝜖  during 

nanoindentation requires finite-element analysis. We simplify by assuming that the gradient is 

circularly-symmetric around the tip, equal to 0.002 nm-1 within a radius of 50 nm from the tip, and 

0 outside of this radius. We estimate 
d𝐸𝑔

d𝜀
⁄  by using DFT to calculate 𝐸𝑔 of the structures under 

varying uniaxial strain along the principal axes, and averaging over orientation. By solving Eq.1, 



we estimate the exciton concentration accumulated immediately below and around the 

nanoindentation tip.  

 

S3. Depth profiling measurements, extended presentation 

The Young’s modulus can be measured as a function of indentation load (or depth) by 

superimposing a small oscillatory load on top of the quasi-static load during indentation, and 

continuously measuring the oscillatory response during indentation. These measurements further 

distinguish photoelasticity from photoplasticity, and provide insight into the depth-dependence of 

photoelasticity, including the influence of near-surface optical absorption, and the effects of plastic 

deformation and dislocation generation during indentation. In Fig. S1a we reproduce from Fig. 1e 

the depth-dependent results measured on the original (i.e., non-annealed) CdS sample. The 

photoelastic response measured is quantitatively similar to that measured by discrete 

nanoindentations (Fig. 1b), but additionally reveals a non-monotonic depth dependence, as 

discussed in the main text. In Fig. S1b we quantify the photo-stiffening as a function of depth.  

There is a slight leftward shift of the position on moving from the dark to the light 

measurements, for each nominal depth, visible in Fig. S1a. This is because the depth-dependent 

measurements are load-controlled. The photostiffening effect means that a given force will result 

in a shallower depth under illumination compared to in the dark. This explains the shift. 

 

Figure S1: Measuring the photoelastic effect for varying indentation depth. Sample is the 

same non-annealed CdS as in Fig. 1.  (a) Measurements in the dark (grey) and with blue 

light illumination (blue); data reproduced from Fig. 1e, illumination conditions are the 

same as in Fig. 1a-c and Fig. 2. The error bars on individual points represent the standard 

deviation of repeated measurements, and the solid lines are guides to the eye. The orange 



vertical bars indicate the photoelastic effect. The dark and illuminated data series are not 

measured at exactly the same indentation values because the measurements are load-

controlled, not displacement-controlled. (b) Results from (a) presented as photostiffening 

(% change relative to dark values).  

 

S3. Memory effect and photoelastic response time 

In Fig. 1c we presented the change in hardness of CdS during three dark / blue illumination 

cycles. In Fig. S2a we reproduce this data for CdS, and also present data for ZnS and ZnO. The 

data separated by illumination cycle in Fig. S2a is the same that is grouped by illumination 

condition in Fig. 1a. Of these three materials, CdS has the most repeatable optomechanical 

response, whereas ZnO has the largest memory effect. 

 

Figure S2: Evidence for fast and slow optomechanical response. (a) Hardness during 

successive conditions of dark (D) and blue illumination (B). The data and error bars 

report the average and standard deviation of the 36 measurements performed at each 

condition; orange line traces the averages. Data for CdS is reproduced from Fig. 1c. (b) 

Load-displacement data measured during a single, quasi-static nanoindentation on CdS 

with changing illumination. The illumination is indicated by the LED drive voltage, and 

changes in the sequence: 10 V  5 V  0 V  5 V  10 V, as indicated in the figure. 

It is likely that materials exhibiting giant optomechanical response have both fast and slow 

components, as is typical for photoconductivity  [23]. Our nanoindentation measurements are not 

designed to measure temporal response, and we can only place approximate bounds on the 

response times. The data in Fig. S2a suggest that the slow response of CdS is not slower than the 

time between measurement conditions, approximately 15 – 20 minutes. ZnS and ZnO do appear 

to have some response slower than this. The fast response is faster than the point-to-point 

measurement time. This can be illustrated by changing the illumination during individual 

indentations. In Fig. S2b we show data for an indentation on CdS during which the blue light 

illumination was cycled. The indentation begins with the light at full intensity (drive voltage 10 V, 

intensity 1.4 mW/cm2). When the drive is stepped down to 5 V (intensity 0.92 mW/cm2), and again 



to 0 V, the material becomes more compliant, as expected from our other measurements. On the 

timescale of the nanoindentation measurements, the material response appears to be instantaneous. 

During withdrawal the light is turned on again, first to 5 V, and then to 10 V. Increasing the 

illumination intensity makes the material stiffer, causing a rapid decrease in indentation depth (the 

measurements are load-controlled), again on a time scale faster than the measurement. The point-

to-point measurement time during quasi-static nanoindentation is approximately 100 ms, so we 

conclude that the sample fast response is faster than this. We note that, while interesting, 

measurements with variable illumination during individual indentations (as in Fig. S2b) are not 

advisable for accurate measurements of mechanical property changes with illumination. The data 

cannot be analyzed with the accepted Oliver-Pharr method. Further, we find that changing 

illumination produces transients in the instrument response, possibly due to some heating of the 

apparatus. Therefore, for all data presented here (except for Fig. S2b), we allow a refractory period 

to elapse between changing illumination and nanoindentation.  

S4. Control of point defect concentrations by annealing 

Most real-world samples of most compound semiconductors – and particularly those with 

volatile anions, such as sulfides and oxides – are far-from-equilibrium. Under Cd-rich conditions 

(which favor sulfur vacancies), the formation energy ∆𝐸Cd-rich(VS) ≈ 0.75 eV; under S-rich 

conditions (which suppress sulfur vacancies), this energy is ∆𝐸S-rich(VS) ≈ 2.1 eV  [42]. This 

means that, at room temperature, the fractional vacancy occupation ought to be in the range 

5.2 × 10−36  − 2.5 × 10−13 (we neglect entropic factors, which modify the results only a little). 

At the annealing temperature of 500 °C, this range is 1.3 × 10−5  − 2.0 × 10−14.  

The chemical analysis of the original CdS single crystal suggests a S/Cd ratio of 0.958 ± 

0.006. Our microscopy demonstrates that the samples are indeed single-crystals, without 

evidence of secondary phases or grain boundaries. Therefore, the non-stoichiometry is 

accommodated within the crystal lattice. It is known from theory and experiment that cadmium 

interstitials are particularly unlikely in CdS, so the off-stoichiometry can be assigned mainly to 

sulfur vacancies [42,43]. In Fig. S3 we illustrate this far-from-equilibrium condition as a plot of 



[VS] vs. temperature. This plot illustrates that annealing is likely to reduce [VS] for all annealing 

conditions. 

 

Figure S3: Fraction of vacant sulfur sites at equilibrium, computed from calculated 

formation energies for Cd-rich and S-rich conditions. The as-grown CdS crystal has a 

sulfur vacancy concentration far above equilibrium (indicated with red star). Annealing 

therefore is likely to reduce [VS] for all annealing conditions. 

 

We do observe that annealing brings the S/Cd ratio closer to unity, in agreement with 

expectations from equilibrium thermodynamics. There remains the puzzle over why S/Cd ends 

up slightly higher for vacuum annealing (S/Cd = 0.980 ± 0.001) than for sulfur atmosphere 

annealing (S/Cd = 0.976 ± 0.002). We first note that these numbers are almost quantitatively 

consistent with each other, the error bars being the standard deviation of repeated measurements. 

However, we also propose a mechanism by which the vacuum annealing process may approach 

equilibrium faster than the sulfur annealing process. It has long been considered that the 

dominant intrinsic point defects in CdS is the sulfur vacancy, and that sulfur vacancies accelerate 

both Cd and S diffusion [43]. Reducing [VS] thereby slows the rate at which the Cd lattice - 

therefore the crystal as a whole – approaches equilibrium. 

Analytical measurement of intrinsic point defect concentrations in compound semiconductors 

are notoriously challenging and usually unavailable. This is especially so for compounds of 

volatile and relatively light elements, such as S and O. In this study, we were able to analyze 

Cd:S atomic ratios by ICP-OES, because the acid digestion process for CdS is well-established, 

and reliable standards are commercially available. Unfortunately, the digestion process is not 

well-established for ZnS, and our efforts to measure Zn:S atomic ratios by ICP-OES were 

unsuccessful; and, obviously, measuring the Zn:O ratio in ZnO crystals is not possible by ICP 

analysis of aqueous solutions.  

Diffraction analysis can occasionally be used to infer point defect concentrations, but 

unfortunately here is not particularly useful. In Fig. S4 we present X-ray diffraction (XRD) data 

measured on our samples before and after annealing. The data on CdS and ZnS illustrate lattice 

constant changes with annealing. For the case of CdS, it appears that annealing makes the sample 

inhomogeneous, presumably with a diffusion gradient from the free surfaces into the bulk. 

Unfortunately, there is no clear interpretation of the data in terms of point defect concentrations. 

For the case of ZnS, one theoretical study suggests volume contraction with sulfur vacancy 

concentration, and no clear experimental reports are available [44]. This would suggest that the 

reduction in lattice constant upon annealing, observed here, results from a reduction in sulfur 

vacancy concentration. This is consistent with our interpretation, but is far from settled. For the 

case of CdS, there is one published study that correlates electronic transport properties (i.e., 

carrier concentration, mobility, and resistivity) with the lattice constant [45]. These results 

suggest an increase in lattice constant with an increase in defect concentration; the connection to 

sulfur vacancies comes only by assuming them to be the dominant electron donors, which is a 

tenuous assumption. This would suggest that the increase in lattice constant upon annealing, 

observed here, results from a reduction in sulfur vacancy concentration. Again, this is consistent 

with our interpretation, but is far from settled. 

  

 

 



 

 
Figure S4: XRD data (Cu K-𝛼) measured on samples before and after annealing; colors 

are as labeled in (a).  

 

A further complication in the analysis of the effect of point defect concentrations on 

optomechanics is the presence of multiple length scales. Annealing at 500 ℃ for 120 h may 

affect composition to a depth greater than 1 𝜇m from the sample surfaces, although estimates 

range from 10 nm to 100 cm because the self-diffusion coefficients at 500 ℃ are not well 

characterized. Nanoindentation measures mechanical properties to a depth of ~100 nm. The 

depth of illumination varies with wavelength and material, from over 1 𝜇m to under 50 nm for 

the experiments reported here. Our XRD measurements using Cu K-𝛼 radiation are sensitive to 

the topmost ~10 𝜇m of the sample, and the CdS XRD data suggest that annealing produces a 

non-uniform composition within this length scale. To more directly study the depth-dependent 

properties we carried out electron diffraction measurements in the TEM in cross-section 

geometry. In Fig. S5 we present diffraction data measured at two distances from the surface for 

all three CdS samples: approximately 100 nm from the surface (“near-surface”), and between 2 - 

3 𝜇m from the surface (“bulk”). We see no clear trends in the lattice spacing upon comparing the 

near-surface and the bulk, and upon comparing the electron diffraction and the XRD data. The 

lattice spacing changes due to annealing that are apparent in the CdS XRD data are on the order 

of 0.05%, which is too fine to resolve in electron diffraction. The electron diffraction data do 

however confirm the single-crystalline and single-phase nature of the samples. 

 



 
 

Figure S5: Electron diffraction data measured “near-surface” (a-c) and in the “bulk” (d-f) 

for the three CdS samples studied here. Near-surface data is measured approximately 100 

nm from the surface; bulk data is measured between 2 – 3 𝜇m from the surface. There are 

no clear trends in lattice spacing upon comparing the near-surface and bulk data, as 

shown in the d-spacing analysis (g-h).  

 

S5. Effect of annealing on extended defect concentrations 

In Fig. S6 we present TEM micrographs measured on the three CdS samples, to better 

understand the effects of annealing on extended defects. These data illustrate that the original 

sample (Fig. S6a) is a uniform single-crystal, nearly free of dislocations and other extended 

defects. The annealing processes introduce interesting patterns of extended defects. The vacuum-

annealed sample (“ann. 1”, Fig. S6b) appears to have developed a series of defects extending 

from the surface directly into the sample, although their cause is unknown. The sulfur-annealed 

sample (“ann. 2”, Fig. S6c) developed a series of screw dislocations, oriented parallel to the 

surface, and distributed uniformly and at random.  

 

Figure S6: Bright-field TEM data measured on CdS samples: (a) original, (b) vacuum-

annealed (“ann. 1”), and (c) sulfur-annealed (“ann. 2”). (c) is shown in higher 

magnification to make the screw dislocations more evident (the dark/light dipole pattern). 

 



The measured opto-mechanical effects are suppressed with annealing, even as extended 

defects proliferate. This further supports our hypothesis that the main cause of optomechanical 

response – and photoelasticity in particular – is ionized point defects.  

 

S6. Photoconductivity and point defect ionization 

In materials that exhibit large and persistent photoconductivity, the recombination lifetime of 

photo-excited carriers can be quite long, on the scale of seconds or longer. The most widely-

studied example of this is probably that of DX centers in III-V semiconductors [20]. Large and 

persistent photoconductivity is also observed in CuInSe2, ZnO, CdS, and likely other compound 

semiconductors  [21–23]. These phenomena were well-captured by semiconductor physics 

models in “Photoconductivity of solids” by Richard Bube (Wiley, 1960)  [10]. An atomistic 

picture to explain the long recombination lifetime (alternatively, reduced capture cross sections) 

too longer to develop. Lang and Logan in 1977 introduced a large lattice relaxation model to 

explain DX center persistent photoconductivity [13]. Zhang, Wei, Lany and Zunger later studied 

similar models in oxide and chalcogenide compounds, using more modern theoretical tools, an 

effort continued by our more recent work on CdS  [21–23]. The unifying theme is that, for 

certain point defects, ionization is accompanied by lattice relaxations that kinetically trap the 

non-equilibrium ionization state for an extended period of time; for details, we encourage 

perusing the cited works. Long excited-state lifetimes enhance the likelihood of defect ionization 

even for relatively mild illumination conditions. This is the functional basis for very sensitive 

photodetectors, such as flame detectors used in chemical fume hoods and production facilities, 

that are based on the extremely-large photoresponse of CdS. 

To further support this understanding, in the specific context of the experiments reported 

here, we performed additional measurements of the photoconductive response of the original 

CdS crystal. We contacted the crystal using silver epoxy (Bacon Industries LCA-24) and used a 

white LED (Thorlabs Solis-1A) for illumination. We directly measured the illumination intensity 

at the sample location using a bolometer. This data, together with information on the output 

spectrum from the manufacturer, allows us to calculate the spectral intensity seen by the sample. 

We then combine this illumination intensity spectrum with tabulated data for the absorption 

coefficient of CdS to numerically calculate the optical generation rate in the CdS sample. For 

reasons that become clear below, we calculate an area-specific generation rate �̃� (units of 

photons/cm2/s) as follows: 

 



�̃� = ∫ 𝑑𝜆𝐼𝑝ℎ(1 − 𝑒−𝛼𝑑) 

𝐼𝑝ℎ is the spectral intensity seen by the sample (in of photons/cm2/s/nm), and 𝛼 is the absorption 

coefficient spectrum. The geometry and key input data are presented in Fig. S7. In this way, we 

calculate for instance �̃� = 1.12 × 1017 1/s/cm2 for an LED drive current of 1000 mA. 

Figure S7: Geometry of crystal photoconductivity measurement, and key input data 

needed to calculate the optical generation rate. 

 

The electrical measurement is sensitive to the whole sample, of thickness 𝑑 = 1 mm, 

whereas the optical generation is non-uniform through the thickness. We therefore rearrange 

Ohm’s law and the Drude model as follows: 

𝑅−1 =
𝑞𝜇𝑤

𝐿
𝑛𝑑 

 

𝑛𝑑 = 𝑛0𝑑 + ∫ 𝑑𝑥∆𝑛(𝑥)
𝑑

0

≡ 𝑛0𝑑 + ∆�̃� 

𝑅 is the measured sample resistance. 𝑞 is the fundamental charge, 𝜇 is the mobility, 𝑤 is the 

sample width, 𝐿 is the sample length, and we assume that 
𝑞𝜇𝑤

𝐿
 is unchanged by illumination. 

∆𝑛(𝑥) is the depth-dependent excess carrier concentration due to illumination, and ∆�̃� is 

shorthand for the integral along the depth direction, which is area-specific and has units of cm-2. 

Our experiments measure 𝑦 ≡ 𝑅light
−1 𝑅dark

−1⁄ , and we find experimentally that 𝑦 ≫ 1. Therefore, 

we have: 

𝑦 =
𝑅light

−1

𝑅dark
−1 =

𝑛0𝑑 + ∆�̃�

𝑛0𝑑
≈

∆�̃�

𝑛0𝑑
 

Photo-excited carriers recombine with a time constant 𝜏, which we assume to be a constant 

throughout the sample. For a given area-specific generation rate �̃�, we have a simple rate 

equation: 

�̇̃� = �̃� − �̃�
𝜏⁄ ≈ �̃� − ∆�̃�

𝜏⁄  

This is the most basic rate equation for generation and recombination in a semiconductor, 

appropriate for a photoconductor. The approximation follows from 𝑦 ≫ 1. Solving for the static 

case �̇̃� = 0, we find: 

∆�̃� = �̃�𝜏 
Rearranging and using the above expressions, this becomes: 

𝜏 =
𝑦𝑛0𝑑

�̃�
 

This expression for the recombination lifetime depends on a photoconductivity measurement 

result (𝑦), the equilibrium carrier concentration (𝑛0), the sample thickness (𝑑), and the area-

specific generation rate (�̃�). Of these, only 𝑛0 is unknown. Typical values for CdS crystals range 

from 1013 − 1019 cm-3; accurate measurement is difficult because of the rather low mobility of 

CdS, and its extreme light-sensitivity [23].  

Using our measured value of 𝑦 = 13.4 (for 1000 mA LED drive current and 1 V supply 

voltage), we calculate 𝜏 for a wide range of 𝑛0, as shown in Fig. S8. The results confirm what is 

expected for semiconductors such as CdS that exhibit large and persistent photoconductivity: the 

excited-state lifetime is remarkably long, even on the order of seconds or longer.  



 

Figure S8: Excited-state lifetime for CdS photoconductivity, calculated for a range of 

equilibrium carrier concentration (𝑛0) from measured sample photoresponse. 

 

S7. Calculated elastic tensors 

In Figs. S9-12 we present the elastic tensors calculated for varying sulfur vacancy 

concentration [VS] for four different phases. We simulate hexagonal wurtzite CdS, and cubic zinc 

blende ZnS. We also simulate two unstable phases of CdS: cubic zinc blende, and cubic rock 

salt. In each case we define DFT simulation volumes of different sizes and shapes, each with one 

sulfur vacancy, and calculate the stiffness for both the neutral and doubly-ionized configurations. 

As throughout, [VS] is expressed as a fraction of vacant sulfur sites.  

In all cases, defect ionization increases 𝑐11 and 𝑐12. The shear components 𝑐44 (and 𝑐66, for 

hexagonal CdS) decrease upon ionization for all but rock salt CdS. In all cases, the elastic tensor 

component changes upon ionization are large, corresponding to giant photo-elasticity, as 

observed experimentally.  

There are two significant reasons why we do not expect exact correspondence between the 

theoretically-predicted 𝑐𝑖𝑗 and the experimentally-measured Young’s modulus: one relating to 

anisotropy, and one relating to inaccuracy of the theoretical methods used. The results here have 

been averaged to approximately restore the symmetry of the pristine system, as described above 

(Sec. S2). However, the observed anisotropic changes in the lattice upon defect creation and 

ionization (Fig. 3) imply that, in a real-world sample, there is expected a distribution of local 

lattice configurations around point defects. This distribution could be fully stochastic, which 

would have a similar averaging effect to that employed here numerically. Alternatively, defects 

could be correlated through long-range strain interactions. The distribution of defect 

configurations might also be affected by built-in strain fields (e.g. near dislocations), and could 

be dynamically changed through mechanical forces and deformation, such as during 

nanoindentation. For instance, the preferred direction of the three-in, one-out pattern observed 

around neutral sites VS
× (Fig. 3a, c) could interact with applied stress, aligning individual defect 

distortion patterns and producing large changes in effective modulus. These effects ought to be 

studies using a coarse-grained field theory, coupled to the atomistic DFT calculations and to 



finite-element analysis (FEA) simulation of the nanoindentation process. We leave such to future 

work. 

We also acknowledge that DFT is not yet fully reliable for predicting the properties of 

extended solids with charged defects. The standard approaches for correcting spurious 

electrostatic interactions are acknowledged to be not fully reliable [37]. Modeling the elastic 

properties of solids with neutral and ionized point defects has not yet been well scrutinized by 

the DFT methods-development community. We leave such to future work. 

 

 

Figure S9: Calculated 𝑐𝑖𝑗 for hexagonal CdS. 

 

Figure S10: Calculated 𝑐𝑖𝑗 for ZnS. 



 

 

 

 

 

 

 

 

 

Figure S11: Calculated 𝑐𝑖𝑗 for cubic zinc blende CdS. 

 

 

 

 

Figure S12: Calculated 𝑐𝑖𝑗 for cubic rock salt CdS. 

 

S8. Competing theoretical explanations 

A competing theoretical explanation for the giant photoelastic response measured by 

nanoindentation is that the change in the concentration of free charge carriers and/or excitons upon 

illumination increases the stiffness via photostriction. The photostriction coefficient 𝛼 = (
𝑑𝜀

𝑑𝑛
)𝑇 =

−
1

3
(

𝑑𝐸𝑔

𝑑𝑝
)

𝑇
  (the latter equation is for isotropic materials) is on the order of |𝛼|~1 × 10−24 cm3 for 



common semiconductors  [1,2,13]. Using DFT, we calculate 𝛼 = −2.3 × 10−24 for CdS. Changes 

in charge carrier concentration under illumination can be locally enhanced, by the surface 

photovoltage effect, and by strain gradients created during nanoindentation. Changes to the elastic 

stiffness on the order of 10% (as experimentally observed here) would require enormous changes 

in the carrier concentration, on the order of 1022 cm-3. Such a large change cannot be produced by 

the surface photovoltage effect. For completeness, we analyze the contribution of strain gradients 

during nanoindentation to creating an “exciton funnel”, enhancing the local change in charge 

carrier concentration beyond what would occur for the case of uniform stress and strain  [41]. We 

find that the exciton concentration beneath the nanoindentation tip in CdS reaches a local 

maximum of 1012 cm−3, which is too small by a factor of 1010 to explain the experimental results. 

This estimate relies on a number of assumptions, which do affect the quantitative result but not the 

conclusions. The excited-state lifetime (𝜏) is perhaps the most likely to vary widely from sample-

to-sample, and it affects the exciton concentration linearly. Here we assume 𝜏 = 200 ps. For 

highly defect-free semiconductors, the excited-state lifetime can exceed 1 𝜇s. However, even a 

value of 𝜏 = 1 ms would leave the photostriction effect orders-of-magnitude too weak to explain 

experimental results. 

In polar materials such as CdS and ZnO, the piezoelectric response arising from the surface 

photovoltage (SPV) may also contribute to optomechanical effects measured by nanoindentation. 

We estimate this effect by assuming 𝑉SPV = 0.1 V, consistent with experimental reports for 

CdS  [46,47]. For shallow donor density 𝑁𝐷 = 1018 cm-3, the peak change in electric field is 5 ×

103 V/m  [48]. Given the piezoelectric coefficient 𝑑33 = 10.32 × 10−12 V/m for CdS, we find a 

peak strain on the order of 10−7 . We conclude that the piezoelectric effect is a negligible 

contribution to the measured photoelasticity for CdS. The effect should be even smaller for 

measurements on a-plane ZnO, and nonexistent for measurements on non-polar ZnS. 

 


