8.333: Statistical Mechanics I Re: 2005 Final Exam

Review Problems

The final exam will take place on Wednesday December 21, from 9:00am to noon.
All topics presented in the course will be covered,
with emphasis on the second half. It will be a closed book exam, but you may bring a
two—sided sheet of formulas if you wish. It may also be helpful to bring along a calculator.
There will be a recitation with quiz review on Wednesday 12/14/05.
The enclosed exams (and solutions) from the previous years are intended to help you
review the material.
skokokskokoskskok
Note that the first parts of each problem are easier than its last parts. Therefore,
make sure to proceed to the next problem when you get stuck.
You may find the following information helpful:
Physical Constants

Electron mass me ~ 9.1 x 10731 Kg Proton mass m, ~1.7x 1072"Kg
Electron Charge e~ 1.6 x10719C Planck’s constant/2m h~ 1.1 x 10734.Js~1
Speed of light c~3.0x10%ms™! Stefan’s constant o~5.7x 10 8Wm2K~*

Boltzmann’s constant kp ~ 1.4 x 10723JK ~!Avogadro’s number Ny ~ 6.0 x 10%3>mol~!

Conversion Factors

latm = 1.0 x 10°Nm ™2 1A=10""m leV =1.1 x 10*K
Thermodynamics
dE = TdS+dW For a gas: dW = —PdV For a film: dW = odA

Mathematical Formulas

lim, ,o cothz =14 2e722 + O (6_4””) lim, .o cothx = % +3+0 (332)
Jo© de am emor = i (5)! =7

J25 dzexp [—ikx — %} = V27102 exp [— ”22k2] limy_ooInN!'=NInN — N
<e—ikx> =y (—:‘Ll!c)” (™) In <e—ikﬂc> =y (—:ﬁ)” (z™).,
F1(2) = oty Jo© o ey = Yol e & Yo = 1p7

M)

lim, oo fin(2) = 1227 [1 + T m(m — 1)(Inz)"2 + - ] =% fi)=1

2 4

Cm = [ (1) Cap 22612 (=T (pal3dl (1202 =T
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8.333: Statistical Mechanics I Fall 1998 Final Exam

1. Exciton dissociation in a semiconductor: By shining an intense laser beam on a semicon-
ductor, one can create a metastable collection of electrons (charge —e, and effective mass
me) and holes (charge +e, and effective mass my) in the bulk. The oppositely charged
particles may pair up (as in a hydrogen atom) to form a gas of excitons, or they may
dissociate into a plasma. We shall examine a much simplified model of this process.

(a) Calculate the free energy of a gas composed of N, electrons and N}, holes, at temper-
ature T, treating them as classical non-interacting particles of masses m, and my,.

e The canonical partition function of gas of non-interacting electrons and holes is the
product of contributions from the electron gas, and from the hole gas, as

gy ] vaYe 1 v\
e—h—eh—Ne!)\_g N—h'g )

where A, = h/\/2mm kT (o =e, h). Evaluating the factorials in Stirling’s approximation,
we obtain the free energy

N, N
Foip = —kgTInZe_p = NekgTIn [ =23 ) + NukgTIn [ =2 A3 ).
eV eV

(b) By pairing into an excition, the electron hole pair lowers its energy by €. [The binding
energy of a hydrogen-like exciton is € ~ me*/ (2FL262), where € is the dielectric constant,

V=mot + my 1.] Calculate the free energy of a gas of N, excitons, treating them

and m~
as classical non-interacting particles of mass m = me + my,.

e Similarly, the partition function of the exciton gas is calculated as

Np
— L Z 6_5(_Np6)
PN\ ’

leading to the free energy

N
F, = NykgT'ln <§A§;) — Npe,

where A\, = h/+/2m (me + my) kgT.
(c) Calculate the chemical potentials pe, pn, and pp, of the electron, hole, and exciton

states, respectively.
e The chemical potentials are derived from the free energies, through

- 8Fe—h
fe = aNe v

= kgT In (neA?) ,



- 8Fe—h

- = kpT1 3
Hn N, - B H(nh h),
oFy 3
= __F = kpT1 \3) —
He = oN, " n (npAp) — €

where n, = N, /V (a =e, h, p).

(d) Express the equilibrium condition between excitons and electron/holes in terms of their
chemical potentials.

e The equilibrium condition is obtained by equating the chemical potentials of the electron
and hole gas with that of the exciton gas, since the exciton results from the pairing of an
electron and a hole,

electron + hole = exciton.

Thus, at equilibrium
e (ne7 T) + Hh (nh7 T) = HUp (nP7 T) )

which is equivalent, after exponentiation, to

NeAS - NP = np)\f,e_ﬁe.

(e) At a high temperature 7', find the density n, of excitons, as a function of the total
density of excitations n ~ ne + ny,.

e The equilibrium condition yields

)\2)\%{ eﬁe
A3 '

p

Np = NeNp

At high temperature, n, < ne =ny, ~n/2, and

NN ge (M2 h3 me +mp \ /2 Be
e’c = ( e’c.

Ny = NeNp ——a=2 —
PN 2/ (2rkpgT)*? \ memy

Kokokok ok k ko

2. The Manning Transition: When ionic polymers (polyelectrolytes) such as DNA are
immersed in water, the negatively charged counter-ions go into solution, leaving behind
a positively charged polymer. Because of the electrostatic repulsion of the charges left
behind, the polymer stretches out into a cylinder of radius a, as illustrated in the figure.
While thermal fluctuations tend to make the ions wander about in the solvent, electrostatic
attractions favor their return and condensation on the polymer. If the number of counter-
ions is NV, they interact with the N positive charges left behind on the rod through the
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potential U (r) = —2(Ne/L)In(r/L), where r is the radial coordinate in a cylindrical
geometry. If we ignore the Coulomb repulsion between counter-ions, they can be described
by the classical Hamiltonian

where n = N/L.
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(a) For a cylindrical container of radius R, calculate the canonical partition function Z in

terms of temperature 7', density n, and radii R and a.

e The canonical partition function is

R , N
/ rdr - 7“_26 n/kgT
a

R2(1—e2n/kBT) _ a2(1—e2n/kBT) N
2 (1 — eQn/k‘BT)

(b) Calculate the probability distribution function p (r) for the radial position of a counter-
ion, and its first moment (r), the average radial position of a counter-ion.
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e Integrating out the unspecified N momenta and N — 1 positions from the canonical
distribution, one obtains the distribution function

7’6_(262n/kBT> In(r/L) (1 e2n ) rl—QeZn/kBT
R2(

= =2 — .
P faR drre—(2¢?n/ksT)In(r/L) kgT 1=e?n/ksT) — q2(1—€*n/ksT)

(Note the normalization condition faR drp(r) = 1.) The average position is then

R 2kgT — 2¢2n R3—262n/kBT _ a3—262n/kBT
(ry = rp (r)dr = _ i .

(¢) The behavior of the results calculated above in the limit R > a is very different at high
and low temperatures. Identify the transition temperature, and characterize the nature of
the two phases. In particular, how does (r) depend on R and a in each case?

e Consider first low temperatures, such that e?n/kgT > 1. In the R > a limit, the

distribution function becomes

e2n pl—2¢’n/kpT
p(r)=2 <1 a kBT) a2(1—e*n/kpT)’

and (r) o a. To see this, either examine the above calculated average (r) in the R > a

limit, or notice that

€2n 2
dr=21(1- 1—2e n/kBTd
p(r)dr ( T T) x x,
where z = r/a, immediately implying (r) oc a (as [, dozt=2e"n/ksT & oo if e’n/kgT > 1).
On the other hand, at high temperatures (e?n/kgT < 1), the distribution function reduces
to

e2n pl—2¢’n/kpT
b (T> =2 <1 - k‘BT) R2(1—e2n/kpT)”’

and (r) o R, from similar arguments. Thus, at temperature T, = e?n/kp there is a
transition from a “condensed” phase, in which the counter-ions are stuck on the polymer,
to a “gas” phase, in which the counter-ions fluctuate in water at typical distances from
the polymer which are determined by the container size.

(d) Calculate the pressure exerted by the counter-ions on the wall of the container, at
r = R, in the limit R > a, at all temperatures.
e The work done by the counter-ions to expand the container from a radius R to a radius
R+ dR is

dW = dF = (force)dR = —P (2rRL)dR,
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leading to
B 1 OF  kgT OlnZ

" 27RLOR 2nRL OR
At low temperatures, T' < T, the pressure vanishes, since the partition function is inde-

pendent of R in the limit R > a. At T > T, the above expression results in
2
po Bl oy (o) L
2rRL kT ) R

2

en
PV = NkpT (1 - — ).
v B( kBT)

1. €.

(e) The character of the transition examined in part (d) is modified if the Coulomb in-
teractions between counter-ions are taken into account. An approximate approach to the
interacting problem is to allow a fraction N; of counter-ions to condense along the polymer
rod, while the remaining No = N — N; fluctuate in the solvent. The free counter-ions are

again treated as non-interacting particles, governed by the Hamiltonian

N p2 r
H= 3 |gh racnain (7))
=1

where ny = No/L. Guess the equilibrium number of non-interacting ions, N5, and justify
your guess by discussing the response of the system to slight deviations from NJ. (This is
a qualitative question for which no new calculations are needed.)

e Consider a deviation (ng) from ny = N;/V = kgT/e?, occuring at a temperature lower
than T, (i.e. e?>n/kgT > 1). If ny > n}, the counter-ions have a tendency to condensate
(since e?n/kgT > 1), thus decreasing ns. On the other hand, if no > nj3, the counter-ions
tend to “evaporate” (since e?n/kpT < 1). In both cases, the system drives the density ns
to the (equilibrium) value of nj = kgT'/e?. If the temperature is higher than T, clearly

ns = n and there is no condensation.
sk Kook

3. Bose gas in d dimensions: Consider a gas of non-interacting (spinless) bosons with an
energy spectrum e = p?/2m, contained in a box of “volume” V = L% in d dimensions.

(a) Calculate the grand potential G = —kgT In Q, and the density n = N/V, at a chemical
potential y. Express your answers in terms of d and ff (), where z = ef#, and

n B 1 oo l.m—l

T (m z7ler — 1

(Hint: Use integration by parts on the expression for In Q.)

6



e We have
0o ZZ n;=N
Q= Z elVBr Z exp (—BZn,@)
N=0 {n;} %

€ )Ny __ 1
=112 =1

7 {nl

Y

whence InQ =—>".1In (1 —ef (“_Ei)). Replacing the summation ) . with a d dimensional
integration [ Vdk/ (2m)?" = [VSd/ (27r)d} [ k?=1dk, where S; = 2742/ (d/2 — 1)!, leads

to
Q= /kd 1dkln( ze—ﬁh2’f2/2m>.
(27T
The change of variable z = Sh%k%/2m (= k = /2mxz/3/h and dk = dz+/2m/Bz/2h)
results in a2
InQ=— Vdel <2Tm) /:cd/Q_lda: In(1—ze ™).
(2m)“ 2 \h°3

Finally, integration by parts yields
d/2 —z d/2 d/2
1/2 2
InQ = VSa 1 _;n /xd/deize = V& nilld /dxix )
(2m)*d \ n*p 1—ze ® d \ h2p3 2~ ler — 1

s, d/2 d
G=—kpTlnQ=-V=2 (h%) k;BTF<2+1) i ()

1. €.

which can be simplified, using the property I' (z + 1) = 2T (x), to

V

g=- \

kBde_H( )

The average number of particles is calculated as

/2 C
N=-2 mo=v (2—m) /xd/z_ldxize

0 (Bu) d \ h2( 1—ze®
CSa (2N d\ ., Vo ’
= V7 (W) I (§> a (2) /g (2)
1.€. 1
n= 5l )

(b) Calculate the ratio PV/E, and compare it to the classical value.
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e We have PV = —(, while

_ 9ot d

Thus PV/E = 2/d, identical to the classical value.

(c) Find the critical temperature, T, (n), for Bose-Einstein condensation.
e The critical temperature T¢ (n) is given by

n= s lf ()= 52y

2/d
ot
< ka‘B C% ’

(d) Calculate the heat capacity C (T') for T' < T¢. (n).
e At T <T., z=1and

>

for d > 2, i.e.

OF d 0G d(d G d(d Vv
CO =97 _ T rar|., " 2 (5+1) 7 =5(5+1) qohscen
(e) Sketch the heat capacity at all temperatures.
[ ]
Cy
| Nkp 3

d |

2 |

0 T.. T

(f) Find the ratio, Cax/C (T — 00), of the maximum heat capacity to its classical limit,
and evaluate it in d = 3



e As the maximum of the heat capacity occurs at the transition,

d (d d d
Crax = C (1) = 2 <§ + 1) <Cd7V/n>ka§+1 (1) = 5]\”{313 (5 + 1>

C’rnax _ g +1 C%—Fl’
C (T — o0)

Cg+1

04

Thus

which evaluates to 1.283 in d = 3.

(g) How does the above calculated ratio behave as d — 27 In what dimensions are your
results valid? Explain.

e The maximum heat capacity, as it stands above, vanishes as d — 2! Since f} (x — 1) —
oo if m < 2, the fugacuty z is always smaller than 1. Hence, there is no macroscopic
occupation of the ground state, even at the lowest temperatures, i.e. no Bose-Einstein

condensation in d < 2. The above results are thus only valid for d > 2.
skokokskokoskskok



8.333: Statistical Mechanics I Fall 1999 Final Exam

1. Electron Magnetism: The conduction electrons in a metal can be treated as a gas of
fermions of spin 1/2 (with up/down degeneracy), and density n = N/V.

(a) Ignoring the interactions between electrons, describe (in words) their ground state.
Calculate the fermi wave number kg, and the ground-state energy density Fy/V in terms
of the density n.

e In the ground state, the fermi sea is filled symmetrically by spin up and spin down
particles up to kg, where kg is related to the density through

N 3 ke gy 3
2 k<kr (27) o (2m) 67

i.€.
kp = (37?271)1/3.
The ground-state energy is calculated as
R’k dk R4
E0:2V/ —— =2 —Lgk%,
k<ke 2M (27) 2m5 (2m)

and the energy density is

o = 3 (3%2)2/3 h—2n5/3.

v 5 2m

Electrons also interact via the Coulomb repulsion, which favors a wave function which

is antisymmetric in position space, thus keeping them apart. Because of the full (position
and spin) antisymmetry of fermionic wave functions, this interaction may be described
as an effective spin-spin coupling which favors states with parallel spins. In a simple
approximation, the effect of this interaction is represented by adding a potential

N.N_

U pu—
« v y

to the Hamiltonian, where Ny and N_ = N — N, are the numbers of electrons with up and
down spins, and V' is the volume. (The parameter « is related to the scattering length a by
o = 4nh*a/m.) We would like to find out if the unmagnetized gas with N = N_ = N/2
still minimizes the energy, or if the gas is spontaneously magnetized.

(b) Express the modified Fermi wave numbers kpy and kp_, in terms of the densities
ny =Ny /Vandn_=N_/V.
e From the solution to part (a), we can read off

kFi == (Gﬁzni)l/?’ .
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(¢) Assuming small deviations n. =n/2+ ¢ and n_ = n/2 —§ from the symmetric state,
calculate the change in the kinetic energy of the system to second order in §.
e We can repeat the calculation of energy in part (a), now for two gases of spin up and

spin down fermions, to get

Erin 1 K 5 5 3 o 2/3 h? 5/3 5/3
V= Tog g (B +8E2) = 5 (62%)° 0 (0 4 020%)

Using ny = n/2 £ 6, and expanding the above result to second order in §, gives

Erin _ Eo | 4, 2\2/3 hPn~1/3 4
V—V+3(37T) ———6+0(8%).

2m

(d) Express the spin-spin interaction density in terms of §. Find the critical value of a,
such that for & > a.. the electron gas can lower its total energy by spontaneously developing
a magnetization. (This is known as the Stoner instability.)

e The interaction energy density is

U ampne —a (2 +6) (2-8) =a’™ —as

The total energy density is now given by

2/3 h2n—1/3

2m

E  Ey+an/4 [4,. ,
VoV +[3(3”)

—a} 5+ 0 (5%).

When the second order term in ¢ is negative, the electron gas has lower energy for finite

0, i.e. it acquires a spontaneous magnetization. This occurs for

2/3 h2n~1/3

_ 4
a>ac—3(37r) o

(e) Explain qualitatively, and sketch the behavior of the spontaneous magnetization as a
function of a.

e For a > a., the optimal value of § is obtained by expanding the energy density to fourth
order in §. The coefficient of the fourth order term is positive, and the minimum energy is
obtained for a value of §%  (a — a,). The magnetization is proportional to §, and hence
grows in the vicinity of . as \/a — ., as sketched below
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2. Boson magnetism: Consider a gas of non-interacting spin 1 bosons, each subject to a

Hamiltonian )

— p
Hi(p,s.) = o pos.B

where 119 = eh/me, and s, takes three possible values of (-1, 0, +1). (The orbital effect,
p—p— e/f, has been ignored.)

(a) In a grand canonical ensemble of chemical potential p, what are the average occupation
numbers {<n+(E)>, (no(k)), <n_(E)>}, of one-particle states of wavenumber k = 5/h?
e Average occupation numbers of the one-particle states in the grand canonical ensemble

of chemical potential p, are given by the Bose-Einstein distribution

. 1
ns(k) = , for s =—1,0,1
W)= ore-a_p | )

1
mpw<@f—uw3)—m4—l

(b) Calculate the average total numbers {N;, Ny, N_}, of bosons with the three possible
values of s, in terms of the functions f;}(2).
e Total numbers of particles with spin s are given by

- V(s 1 -
N, %ns(k% = N (2m)3 /d kexp [ﬁ <h22—:12 - MOSB) N ﬂ,u} -1

After a change of variables, k = 2/2\/2mkgT /h, we get

4 s
Ny = ﬁ fgj}g (Zeﬁuo B) )

where 1
1 > dra™” h
t(2) = / o , A= ——, z = PP,
L(m) Jo z7ler—1 V2rmkgT
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(c) Write down the expression for the magnetization M (7T, u) = po(Ny — N_), and by
expanding the result for small B find the zero field susceptibility x(T', 1) = OM/OB|5_,.
e Magnetization is obtained from

M(T, 1) = po (N4 — N-)
V — S
= tosg [ Fiz (26708) = [, (ze= 5B
Expanding the result for small B gives
0
fg}g (Zeiﬁ“OB) ~ f?j}z (Z[l + Q/LOBD ~ fgj}g(z) tz- QUOB&f?;?Q(z)

Using zdf;}(2)/dz = f; _,(z), we obtain

v 2u2 V
M = NO (25NOB) f1/2( ) ]@%F.B.JT}Q(Z),

and
oM 4

OB |5y kT3

X = f1—’}2(2)

To find the behavior of x(T',n), where n = N/V is the total density, proceed as follows:

(d) For B = 0, find the high temperature expansion for z(3,n) = e, correct to second
order in n. Hence obtain the first correction from quantum statistics to x(7',n) at high
temperatures.
e In the high temperature limit, z is small. Use the Taylor expansion for f;}(z) to write
the total density n(B = 0), as

Ny + Nog+ N_
B v

= F fgbg('z)

B=0
3 22 23
v\t ertart)
Inverting the above equation gives
B n\3 1 A3\ 2 n
T\ ) #3273
The susceptibility is then calculated as

2u2 V
= ﬁﬁ ‘ f1/2(2)7

21 22
XWW?TGUm“)
2
Ho

1 n\3
_ 3kBT ( 2373 21/2> < 3 >+O(n2)].

13
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(e) Find the temperature T.(n, B = 0), of Bose-Einstein condensation. What happens to
X(T',n) on approaching T.(n) from the high temperature side?

e Bose-Finstein condensation occurs when z = 1, at a density

3
n = F f;}Q(l)?

or a temperature

n = o ()
A\ = 27kaB 3€3/2 ’

where (3,9 = f?jr/Q(l) ~ 2.61. Since lim,_,; ff}Q(z) = 00, the susceptibility x(7',n) diverges
on approaching T.(n) from the high temperature side.

(f) What is the chemical potential p for T' < Ti.(n), at a small but finite value of B? Which
one-particle state has a macroscopic occupation number?

e Chemical potential for T < T,.: Since nS(E, B) = [2_16558(’;’3) — 1]_1 is a positive
number for all k and S,, i is bounded above by the minimum possible energy, i.e.

for T <T,, and B finite, ze’"8 =1 — w=—pobB.

Hence the macroscopically occupied one particle state has k= 0, and s, = +1.

(g) Using the result in (f), find the spontaneous magnetization,

M(T,n) = llgimOM(T,n, B).
e Spontaneous magnetization: Contribution of the excited states to the magnetization
vanishes as B — 0. Therefore the total magnetization for 7' < T, is due to the macroscopic
occupation of the (kK = 0,s, = +1) state, and

M(T7 n) = MOvn-l-(k = O)
3V
=poV (TL - neaccited) = Ho <N - F<3/2) .

ok stk ok ok

3. The wvirial theorem is a consequence of the invariance of the phase space for a system
of N (classical or quantum) particles under canonical transformations, such as a change of
scale. In the following, consider N particles with coordinates {g; }, and conjugate momenta
{p;} (with i =1,---, N), and subject to a Hamiltonian H ({p;},{q})-

(a) Classical version: Write down the expression for classical partition function, Z = Z [H].
Show that it is invariant under the rescaling ¢; — A1, p1 — p1/A of a pair of conjugate
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variables, i.e. Z [H,] is independent of A\, where H) is the Hamiltonian obtained after the
above rescaling.
e The classical partition function is obtained by appropriate integrations over phase space

1 —
S

The rescaled Hamiltonian Hy = H (p1 /A, {Diz1}, M1, {Gi#1}) leads to a rescaled partition

1 _
AUNES W/ (H dgpidng) e,

as

function

which reduces to
1 _ _
Z[Hy] = NN / ()\3d3p’1) (/\ 3d3qi) (H d?’pid?’qi) e R _ Z,

under the change of variables ¢1 ' = Aq1, p1’ = pi/A.

(b) Quantum mechanical version: Write down the expression for quantum partition func-
tion. Show that it is also invariant under the rescalings ¢4 — A¢1, p1 — pi/A, where p;
and ¢ are now quantum mechanical operators. (Hint: start with the time-independent
Schrédinger equation.)

e Using the energy basis
Z =tr (e"gH) = Ze‘ﬁE",
n

where FE,, are the energy eigenstates of the system, obtained from the Schrédinger equation
H{pi} A} [¥n) = En[thn)
where |1),,) are the eigenstates. After the rescaling transformation, the corresponding

H (5 /M Bt} MG (G ) [90) = B [u).

In the coordinate representation, the momentum operator is p; = —ihd/9¢q;, and therefore
Ya ({@}) = ¥ ({AG}) is a solution of the rescaled equation with eigenvalue EY = E,.
Since the eigen-energies are invariant under the transformation, so is the partition function

equation is

which is simply the sum of corresponding exponentials.

(c) Now assume a Hamiltonian of the form

75 )
H=> 5 +V{ah.
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Use the result that Z [H,] is independent of A to prove the wirial relation

B\ _ v
m_afﬁ(h’

where the brackets denote thermal averages. (You may formulate your answer in the
classical language, as a possible quantum derivation is similar.)
e Differentiating the free energy with respect to A at A = 1, we obtain

OH 5y 2 ov
(U] (B
A=1 A=1 m q1

B3\
n\ _Jov
m /) \og 1/

(d) The above relation is sometimes used to estimate the mass of distant galaxies. The

ie.,

stars on the outer boundary of the G-8.333 galaxy have been measured to move with
velocity v ~ 200 km/s. Give a numerical estimate of the ratio of the G-8.333’s mass to its
size.

e The virial relation applied to a gravitational system gives

GMm>

(m?) = (S

Assuming that the kinetic and potential energies of the starts in the galaxy have reached

some form of equilibrium gives

U2

~ o 6 10*%kg/m.

l

SIS

soksfok ok ok
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8.333: Statistical Mechanics I Fall 2000 Final Exam

1. Freezing of He3: At low temperatures He3 can be converted from liquid to solid by
application of pressure. A peculiar feature of its phase boundary is that (dP/dT")melting is
negative at temperatures below 0.3°K [(dP/dT),, ~ —30atm °K ! at T ~ 0.1°K]. We
will use a simple model of liquid and solid phases of He? to account for this feature.

(a) In the solid phase, the He® atoms form a crystal lattice. Each atom has nuclear spin
of 1/2. Ignoring the interaction between spins, what is the entropy per particle s, due to
the spin degrees of freedom?

e Entropy of solid He? comes from the nuclear spin degeneracies, and is given by

SS . k B IH(QN)

S = —

N N :]{JBIHQ.

(b) Liquid He? is modelled as an ideal Fermi gas, with a volume of 4643 per atom. What
is its Fermi temperature Tz, in degrees Kelvin?

e The Fermi temperature for liquid 2He may be obtained from its density as

T — EF B h2 3N 2/3
FE= ks~ 2mkp \ 81V

N (6.7 x 10734)2 3 2/3 .
T 2.(6.8x10727)(1.38 x 10723) \ 8w x 46 x 10-% ) T 7T 7

(c) How does the heat capacity of liquid He® behave at low temperatures? Write down an

expression for Cy in terms of N, T, kg, Tr, up to a numerical constant, that is valid for

e The heat capacity comes from the excited states at the fermi surface, and is given by
2 3N 2 T

2

T T
=kg—kgT D = kAT ——— = Nkp—.
Cv =kp kT Dler) = "k Ty 4 BT,

(d) Using the result in (c), calculate the entropy per particle s, in the liquid at low
temperatures. For T' < Tr, which phase (solid or liquid) has the higher entropy?
e The entropy can be obtained from the heat capacity as

Cy =

TdS 1 /T Cyvdl w2 T
NJ, T 4 """ Te

ar”’ a
AsT — 0, sy — 0, while s, remains finite. This is an unusual situation in which the solid
has more entropy than the liquid! (The finite entropy is due to treating the nuclear spins
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as independent. There is actually a weak coupling between spins which causes magnetic
ordering at a much lower temperature, removing the finite entropy.)

(e) By equating chemical potentials, or by any other technique, prove the Clausius—
Clapeyron equation (dP/dT )meiting = (S¢ — Ss)/(ve — vs), where vy and v, are the volumes
per particle in the liquid and solid phases respectively.

e The Clausius-Clapeyron equation can be obtained by equating the chemical potentials
at the phase boundary,

we(T, P) = ps(T, P), and pe(T+ AT,P+ AP) = pus(T+ AT, P + AP).

Expanding the second equation, and using the thermodynamic identities

oy _ oy _
(aT)p_S’ and (6P)T‘ v

oP 8y — S
or melting a Vg — Us ‘

(f) Tt is found experimentally that v, — v, = 343 per atom. Using this information, plus

results in

the results obtained in previous parts, estimate (dP/dT ) melting at T < Tp.
e The negative slope of the phase boundary results from the solid having more entropy
than the liquid, and can be calculated from the Clausius-Clapeyron relation

w? T
opP S¢— Ss T (ﬁ) —In2
or melting Uy — Us Vg — Us

Using the values, T = 0.1°K, Tp = 9.2 J°K, and vy — vs = 3 A3, we estimate

P
(8—) ~ —2.7 x 10°Pa°K™1,
or melting

in reasonable agreement with the observations.
oKk Kok Kok K

2. Non-interacting bosons: Consider a grand canonical ensemble of non-interacting bosons
with chemical potential u. The one—particle states are labelled by a wavevector ¢, and have
energies £(¢).

(a) What is the joint probability P({ng}), of finding a set of occupation numbers {ng}, of
the one-particle states, in terms of the fugacities zg = exp [B(n — £(9))]?
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e In the grand canonical ensemble with chemical potential p, the joint probability of
finding a set of occupation numbers {nz}, for one-particle states of energies £(q) is given
by the normalized bose distribution

P({ng}) H{l—eXp (1 —E(2)]} exp [B(p — E(Q))ngl

:H 1—zg) zqﬁ, with ng=0,1,2,---, for each ¢.

(b) For a particular ¢, calculate the characteristic function (exp [ikng]).

. . . . . ; ng .
e Summing the geometric series with terms growing as (zqe’k) 1 gives

l—exp[fp—&(@)] _ 1-2z
(exp [iknql) = 1—exp[B(n—E(Q) +ik] 1 — zzeik’

(c) Using the result of part (b), or otherwise, give expressions for the mean and variance
of ng. occupation number (ng).
e Cumulnats can be generated by expanding the logarithm of the characteristic function

in powers of k. Using the expansion formula for In(1 4 ), we obtain
In (exp [ikng]) =In(1 —24) —In [1 — 27 (1 +ik— k%24 - )}

2 k2 2z
= ln|1—ik—L 4T _FT
n[ A S }

2
— ik Zq* _]{3_2 Zq' n Zq‘
1—2(7 2 1—2(7 l—Zq'

Zgq _k_2 Zq
1—zz 2 (1—2)?

From the coefficients in the expansion, we can read off the mean and variance

(ng) = ) and <nq> = ﬁ

(d) Express the variance in part (c) in terms of the mean occupation number (ng).

e Inverting the relation relating ng to zz, we obtain



Substituting this value in the expression for the variance gives

(ng), = ﬁ = (ng) (1 +(ng)).

(e) Express your answer to part (a) in terms of the occupation numbers {(ng)}.
e Using the relation between zz and ng, the joint probability can be reexpressed as

P({ng}) = TT [(tnah)" (1+ (ng) ™' 7"7).

q

(f) Calculate the entropy of the probability distribution for bosons, in terms of {(ng)}, and
comment on its zero temperature limit.

e Quite generally, the entropy of a probability distribution P is given by S = —kp (In P).
Since the occupation numbers of different one-particle states are independent, the corre-
sponding entropies are additive, and given by

S=—kp ) [(ng)In(ng) — (1+ (ng)) In (1 + (ng))]-

—

q

In the zero temperature limit all occupation numbers are either 0 (for excited states) or
infinity (for the ground states). In either case the contribution to entropy is zero, and the

system at 7" = 0 has zero entropy.
SEEEE RS

3. Hard rods: A collection of N asymmetric molecules in two dimensions may be modeled
as a gas of rods, each of length 2/ and lying in a plane. A rod can move by translation of
its center of mass and rotation about latter, as long as it does not encounter another rod.
Without treating the hard-core interaction exactly, we can incorporate it approximately
by assuming that the rotational motion of each rod is restricted (by the other rods) to an
angle 6, which in turn introduces an excluded volume € (6) (associated with each rod).
The value of 6 is then calculated self consistently by maximizing the entropy at a given

excludedj1
volume ;




(a) Write down the entropy of such a collection of rods in terms of N, n, £, and A (),
the entropy associated to the rotational freedom of a single rod. (You may ignore the
momentum contributions throughout, and consider the large N limit.)

e Including both forms of entropy, translational and rotational, leads to

S =kgln [i (V - NQ(Q))NA(Q)N

NI 2 ~ Nks {m (n_l - @) +1 +1nA(9)] .

(b) Extremizing the entropy as a function of 6, relate the density to €, A, and their
derivatives ', A’; express your result in the form n = f (2, A, Q', A’).

e The extremum condition 95/00 = 0 is equivalent to
94 A’
m1-Q A’

where primes indicate derivatives with respect to 6. Solving for the density gives

o
QA+ VAT

(c) Express the excluded volume €2 in terms of 6 and sketch f as a function of 6 € [0, 7],
assuming A o 6.

e Elementary geometry yields
Q=1%(0+sindh),

so that the equilibrium condition becomes
2 _
n=f(0)= l—2[9(2—|—0089)+sin9] L
with the function f(6) plotted below:

4\ r0)
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(d) Describe the equilibrium state at high densities. Can you identify a phase transition
as the density is decreased? Draw the corresponding critical density n. on your sketch.
What is the critical angle 6. at the transition? You don’t need to calculate 6. explicitly,
but give an (implicit) relation defining it. What value does 6 adopt at n < n.?

e At high densities, # < 1 and the equilibrium condition reduces to

Vv

N~ ——;
2012’

the angle 6 is as open as allowed by the close packing. The equilibrium value of 8 increases
as the density is decreased, up to its “optimal” value 6. at n., and 6 (n < n.) = 6.. The

transition occurs at the minimum of f (), whence 6. satisfies

d .
7 [0 (24 cos @) +sinf] = 0,
1.e.

2 (14 cosf.) =0.sinf..

Actually, the above argument tracks the stability of a local maximum in entropy (as density
is varied) which becomes unstable at 6.. There is another entropy maximum at 6§ =
corresponding to freely rotating rods, which becomes more advantageous (i.e. the global

equilibrium state) at a density slightly below 6..
skokokskokok sk ok
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8.333: Statistical Mechanics I Fall 2003 Final Exam

1. Helium 4: *He at low temperatures can be converted from liquid to solid by application
of pressure. An interesting feature of the phase boundary is that the melting pressure is
reduced slightly from its 7' = 0°K value, by approximately 20Nm~2 at its minimum at
T = 0.8°K. We will use a simple model of liquid and solid phases of *He to account for
this feature.

(a) By equating chemical potentials, or by any other technique, prove the Clausius—
Clapeyron equation (dP/dT ) melting = (S¢ — Ss)/(ve —vs), where (v, s¢) and (vs, s5) are the
volumes and entropies per atom in the liquid and solid phases respectively.

o Clausius-Clapeyron equation can be obtained by equating the chemical potentials at the
phase boundary,

pe(T, P) = pis(T, P), and  pe(T + AT, P+ AP) = ps (T + AT, P+ AP).

Expanding the second equation, and using the thermodynamic identities

oy _ oy _
(aT)p_S’ and (aP)T‘ v

oP 80— S
or melting a Ve — Us .

(b) The important excitations in liquid *He at T' < 1°K are phonons of velocity c. Cal-

results in

culate the contribution of these modes to the heat capacity per particle C’é /N, of the
liquid.

e The important excitations in liquid “He at 7 < 1°K are phonons of velocity c. The
corresponding dispersion relation is €(k) = hck. From the average number of phonons in

mode k, given by <n(E)> = [exp(Bhck) — 1], we obtain the net excitation energy as

hck
E onons —
ph ; exp(Bhck) — 1

4 2
=V x / Z;I;)C:Zak o ;;LCC]Z) — (change variables to = = (Shck)

1% ksT\*6 [ 23 2 kpT\*
_ Y ° [y ~Zvn
27T2C<hc) 3!/0 o130 e\ e )

where we have used




The corresponding heat capacity is now obtained as

dE 22 ksT\*
Cv __in?B(B ),

—dr - 15 he

resulting in a heat capacity per particle for the liquid of

(c) Calculate the low temperature heat capacity per particle C%, /N, of solid “He in terms
of longitudinal and transverse sound velocities ¢y, and cp.

e The elementary excitations of the solid are also phonons, but there are now two trans-
verse sound modes of velocity ¢y, and one longitudinal sound mode of velocity c¢;. The
contributions of these modes are additive, each similar inform to the liquid result calculated

above, resulting in the final expression for solid heat capacity of
cy 2m? keT\®> (2 1

= —k — | X | =+ =]
N 15 BY < h s, - e

(d) Using the above results calculate the entropy difference (sy — ss), assuming a single

sound velocity ¢ ~ ¢y, ~ cr, and approximately equal volumes per particle vy ~ vs ~ v.
Which phase (solid or liquid) has the higher entropy?
e The entropies can be calculated from the heat capacities as

T ~¢ / / 2 3
Sg(T):/ CV(T )dT _ 2 — (kBT) ,
0

T’ 45 hc
T 2 3
Cs.(T)dT' 2 kT 2 1
()= [ 2V - (2= )
5s(T) /0 T 45 kv < hi 8 3, - 3

Assuming approximately equal sound speeds ¢ ~ cj, ~ ¢ =~ 300ms ™!, and specific volumes
vy &~ vg &~ v = 46A3, we obtain the entropy difference

The solid phase has more entropy than the liquid because it has two more phonon excitation
bands.

(e) Assuming a small (temperature independent) volume difference jv = vy — v, calculate
the form of the melting curve. To explain the anomaly described at the beginning, which
phase (solid or liquid) must have the higher density?
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e Using the Clausius-Clapeyron equation, and the above calculation of the entropy differ-

oP _ Sg—8s 47T2k v (kT 3
oT meltmg_vg—vs_ 45 Bsu \ he

Integrating the above equation gives the melting curve

ence, we get

2 v (kgT\"
Pret(T) = P(0) = (ks < ;_fc > T.

To explain the reduction in pressure, we need dv = vy — vy > 0, i.e. the solid phase has

the higher density, which is expected.
koskoskokskokok sk

2. Surfactant Condensation: N surfactant molecules are added to the surface of water

over an area A. They are subject to a Hamiltonian

where 7; and p; are two dimensional vectors indicating the position and momentum of

particle 7.

(a) Write down the expression for the partition function Z (N, T, A) in terms of integrals
over 7; and p;, and perform the integrals over the momenta.
e The partition function is obtained by integrating the Boltzmann weight over phase space,

as

1Y, @p5id?g; p?
Z(N,T,A) = /—N'h2N Z -8 V(@G :

1<j

with = 1/(kgT). The integrals over momenta are simple Gaussians, yielding

Z(N,T,A) = N A2N/]‘[al?qzexp ﬁzv ;

1<j

where as usual A = h/+/2mmkgT denotes the thermal wavelength.
The inter—particle potential V(7) is infinite for separations || < a, and attractive for
7| > a such that [ 2wrdrV(r) = —uo.

(b) Estimate the total non—excluded area available in the positional phase space of the
system of N particles.

e To estimate the joint phase space of particles with excluded areas, add them to the
system one by one. The first one can occupy the whole area A, while the second can
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explore only A — 2Q, where Q = ma®. Neglecting three body effects (i.e. in the dilute

limit), the area available to the third particle is (A — 22), and similarly (A — nQ2) for the
n-th particle. Hence the joint excluded volume in this dilute limit is

AA-Q)(A-2Q)---(A— (N -1)Q) ~ (A - NQ/2)",

where the last approximation is obtained by pairing terms m and (N — m), and ignoring
order of Q2 contributions to their product.

(c) Estimate the total potential energy of the system, assuming a constant densityn = N/A.
Assuming this potential energy for all configurations allowed in the previous part, write
down an approximation for Z.

e Assuming a uniform density n = N/A, an average attractive potential energy, U, is

estimated as

_ 1 . . 1 ool . . . .
U =3 izjvattr.((h — ;) = 3 /d2T1d2T2”(T1)n(T2)Vam.(7“1 —7)

n2 ~ ~ N2
z;A/dQT Vattr. (T) = — 54 Uo-
Combining the previous results gives

(d) The surface tension of water without surfactants is g, approximately independent of
temperature. Calculate the surface tension o(n,7T) in the presence of surfactants.

e Since the work done is changing the surface area is dW = odA, we have dF = —TdS +
ocdA + pudN, where F = —kgTInZ is the free energy. Hence, the contribution of the
surfactants to the surface tension of the film is

B olnZz
0A

_ NkgT +uON2
- A-NQJ/2 242

Og —

T,N

which is a two-dimensional variant of the familiar van der Waals equation. Adding the
(constant) contribution in the absence of surfactants gives

olnZz
0A

_ NkgT +u0N2
- A-NQJ/2 2427

o(n,T)=0p—
T,N

(e) Show that below a certain temperature, T, the expression for ¢ is manifestly incorrect.
What do you think happens at low temperatures?
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e Thermodynamic stability requires dcddA > 0, i.e. ¢ must be a monotonically increasing
function of A at any temperature. This is the case at high temperatures where the first
term in the equation for o5 dominates, but breaks down at low temperatures when the term
from the attractive interactions becomes significant. The critical temperature is obtained
by the usual conditions of dos/0A = 9?0, /0A? = 0, i.e. from

dos| NkgT uoIN? _0

0A |, (A-NQJ/2)2 A3
O%os| 2NksT 3ugN? 0 ’
A2 |, (A-NQ/2)3 At

The two equations are simultaneously satisfied for A, = 3NQ/2, at a temperature

8U0
1. = .
27k

As in the van der Waals gas, at temperatures below T,, the surfactants separate into a
high density (liquid) and a low density (gas) phase.

(f) Compute the heat capacities, C'4 and write down an expression for C, without explicit
evaluation, due to thesurfactants.

e The contribution of the surfactants to the energy of the film is given by

olnZ k BT Ug N 2

=2N X

Ea=="55 2 24

The first term is due to the kinetic energy of the surfactants, while the second arises from
their (mean-field) attraction. The heat capacities are then calculated as

dQ|  OE
= — = — = N
Ca=ar|, = ar|, = Ve
and d OF DA
o = @ _

=ar| ~ar|, ~°ar|,
ok sfok ok ok

3. Dirac Fermions are non-interacting particles of spin 1/2. The one-particle states come
in pairs of positive and negative energies,

(k) = £vVm2et + h2k2e2
independent of spin.
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(a) For any fermionic system of chemical potential p, show that the probability of finding
an occupied state of energy u + ¢ is the same as that of finding an unoccupied state of
energy i — d. (4 is any constant energy.)

e According to Fermi statistics, the probability of occupation of a state of of energy £ is

. (n=E)n .
=, =0,1.
P = . for
For a state of energy u + 4,
eBon ePo 1

pln(p+90)] = = ph(p+d)=1]=

1+ B 1+eP  14e P

Similarly, for a state of energy u — 4,

—5571 1
pln(p—9)] = Tpe-ps p[n(u—é):()]:m:p[n(u+§):1],
i.e. the probability of finding an occupied state of energy u + 0 is the same as that of

finding an unoccupied state of energy p — 4.

(b) At zero temperature all negative energy Dirac states are occupied and all positive
energy ones are empty, i.e. u(7T = 0) = 0. Using the result in (a) find the chemical
potential at finite temperatures 7.

e The above result implies that for u = 0, (n(€)) + (n — &)) is unchanged for an tem-
perature; any particle leaving an occupied negative energy state goes to the corresponding
unoccupied positive energy state. Adding up all such energies, we conclude that the total
particle number is unchanged if u stays at zero. Thus, the particle-hole symmetry enfrces
u(T) = 0.

(c¢) Show that the mean excitation energy of this system at finite temperature satisfies

&k £ (k)
(27)% exp (55+ (@)

E(T) — E(0) = 4V/

e Using the label +(-) for the positive (energy) states, the excitation energy is calculated
as

E(T) = B(0) = Y [(n(k)) E4(k) + (1 = (n_(k))) E— (k)]

k’sz

&k £ (k)
— 2572 (0 (k) £ (k) = 4V )
S = o )

28



(d) Evaluate the integral in part (c) for massless Dirac particles (i.e. for m = 0).
e For m =0, £, (k) = hc|k|, and

*© Ank’dk  hck
B~ B0) = av [ TER -

2V ksT\® [~ a°
= —kgT d
m2 B ( he ) /0 e 1

77T2 ]{IBT 3
= VkgT 2= .
60 © ( he )

(set Bhck = x)

For the final expression, we have noted that the needed integral is 3!f, (1), and used the
given value of f; (1) = 774/720.

(e) Calculate the heat capacity, Cy, of such massless Dirac particles.
e The heat capacity can now be evaluated as

(f) Describe the qualitative dependence of the heat capacity at low temperature if the
particles are massive.
e When m # 0, there is an energy gap between occupied and empty states, and we thus
expect an exponentially activated energy, and hence heat capacity. For the low energy
excitations,
2 i

84_(]{?)%777,0 +%+,

and thus

E(T) — E(O) ~ ?mc e T :

The corresponding heat capacity, to leading order thus behaves as

Vv 2
C(T) x kBF (ﬁmc2)26_5mc :

soksfok ok ok
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8.333: Statistical Mechanics I Fall 2004 Final Exam

1. Neutron star core: Professor Rajagopal’s group has proposed that a new phase of QCD
matter may exist in the core of neutron stars. This phase can be viewed as a condensate
of quarks in which the low energy excitations are approximately

- 2
Ek)y =4 EQ%

The excitations are fermionic, with a degeneracy of g = 2 from spin.

(a) At zero temperature all negative energy states are occupied and all positive energy
ones are empty, i.e. u(7T = 0) = 0. By relating occupation numbers of states of energies
i+ 9 and p — 9§, or otherwise, find the chemical potential at finite temperatures 7.

e According to Fermi statistics, the probability of occupation of a state of of energy £ is

¢ eﬁ(u—(‘:)n ; .
pn( )]—m, or n=0,1.
For a state of energy u + 4,
eBon ePo 1
pn(p+0)] = —  ph(p+d)=1]= =

14 P 1+efd 14e 00"

Similarly, for a state of energy u — 6,

e—ﬁén

pln(u—0) ="z, = phu—0)=0]=

= Tr oA =pln(p+96)=1],

[
i.e. the probability of finding an occupied state of energy p + 0 is the same as that of
finding an unoccupied state of energy p— 0. This implies that for = 0, (n(€)) + (n(=E))
is unchanged for an temperature; for every particle leaving an occupied negative energy
state a particle goes to the corresponding unoccupied positive energy state. Adding up all
such energies, we conclude that the total particle number is unchanged if p stays at zero.
Thus, the particle-hole symmetry enforces u(7") = 0.

(b) Assuming a constant density of states near k = kg, i.e. setting d®k ~ 4dnk%dq with
q= \l; | — kr, show that the mean excitation energy of this system at finite temperature is

E+(q)
BEL(q) +1

k2, [
E(T) — E(0) QQQVW—Z/O dqexp(
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e Using the label +(-) for the positive (energy) states, the excitation energy is calculated
as

E(T) = B(0) =) [(n+(k)) Ex (k) + (1 — (n_(k))) £~ (k)]

k,s

&k £ (k)
= 2{n (k)Y EL (k) =29V .
03720 () €46 = 2 /<2w>3exp(@g+(;z>)+1

The largest contribution to the integral comes for |k| ~ kp. and setting ¢ = (|k| — kp)
and using d3k ~ 4nk%dq, we obtain

B N 4rk3, e E4(q) _ P +(a)
B(T) = B(0) ~ 20V o2 [ dg— D 2T / o G T T

(c) Give a closed form answer for the excitation energy by evaluating the above integral.
e For £,(q) = h*¢*/(2M), we have

| h2q?/2M

_ _ 2 2 _
E(T)—-E(0) = QgV— ; dqe,@h2q2/2M 1o (set Bh=q"/2M = x)
2 oMkpT\'? [  z1/?
QZ 1. T(_ hQB ) / da:eerl
0
VK2 oMEpT\'? 1 k
g Fk} T(728> ﬁ(l__)c3/2:<1_ )CS/QVFkT
72 h 2 V2 V2, ™ A

For the final expression, we have used the value of f, (1), and introduced the thermal
wavelength A = h/\/2rMkpT.

(d) Calculate the heat capacity, Cy, of this system, and comment on its behavior at low
temperature.
e Since F o T°/2,

OE|  3E  3Cya V2 =
p— —_— = — — = 1 _— —
V=oar|, TeT T am < \/5) N B

This is similar to the behavior of a one dimensional system of bosons (since the density

of states is constant in g as in d = 1). Of course, for any fermionic system the density of
states close to the Fermi surface has this character. The difference with the usual Fermi

systems is the quadratic nature of the excitations above the Fermi surface.
oKk ok ok K

2. Critical point behavior: The pressure P of a gas is related to its density n = N/V, and
temperature T by the truncated expansion

b
P=kgTn— §n2 + %ng ,
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where b and c¢ are assumed to be positive temperature independent constants.

(a) Locate the critical temperature 7T, below which this equation must be invalid, and
the corresponding density n. and pressure P. of the critical point. Hence find the ratio
kgTen/P..

e Mechanical stability of the gas requires that any spontaneous change in volume should be
opposed by a compensating change in pressure. This corresponds to 6 PdV < 0, and since
on = —(N/V?)6V, any equation of state must have a pressure that is an increasing func-
tion of density. The transition point between pressure isotherms that are monotonically
increasing functions of n, and those that are not (hence manifestly incorrect) is obtained
by the usual conditions of dP/dn = 0 and d?P/dn? = 0. Starting from the cubic equation
of state, we thus obtain

dP c

— =kgT. —bn.+ -n? =
in kp bn +2nc 0
d*P

gz = bt ene=0

From the second equation we obtain n. = b/c, which substituted in the first equation
gives kT, = b?/(2c). From the equation of state we then find P. = b3/(6¢?), and the
dimensionless ratio of

kBTCnC .
P 3.
(b) Calculate the isothermal compressibility kK = —% g—g +» and sketch its behavior as a
function of T for n = n..
e Using V = N/n, we get
1oV 1 9P| b g1

For n = n., kr(n.) oc (T — T,)~!, and diverges at T..
(¢) On the critical isotherm give an expression for (P — P,) as a function of (n — n.).

e Using the coordinates of the critical point computed above, we find

b3 b? b
+—n—-n?+ En3

P-P=—"
6c2  2c 2 6
ey by BB
C

:6(n—nc)3.

(d) The instability in the isotherms for T' < T, is avoided by phase separation into a liquid
of density ny and gas of density n_. For temperatures close to T, these densities behave
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as ny ~ n.(1+9). Using a Maxwell construction, or otherwise, find an implicit equation
for 6(T"), and indicate its behavior for (T, —T") — 0. (Hint: Along an isotherm, variations
of chemical potential obey du = dP/n.)

e According to the Gibbs—Duhem relation, the variations of the intensive variables are
related by SdT — VdP + Ndu = 0, and thus along an isotherm (dT = 0) du = dP/n =
OP/On|rdn/n. Since the liquid and gas states are in coexistence they should have the
same chemical potential. Integrating the above expression for du from n_ to ny leads to
the so-called Maxwell construction, which reads

"+ dP ne (149) kgT — bn + cn?/2
0= stis) —uny = [ = [ (2 ).

n c(1-9) n

Performing the integrals gives the equation

0=kpTln (1—7:2) — bne(26) + gnﬁ [(1+6)*—(1-6)*] =kpTln G—K) — 2kpT.d,

where for the find expression, we have used n. = b/c and kT, = b*/(2c). The implicit
equation for ¢ is thus

T [(146\ T ;

The leading behavior as (T, — T') — 0 is obtained by keeping up to the cubic term, and
given by

T
d~ /1 — =5,
T

ok ko ok Kok
3. Relativistic Bose gas in d dimensions: Consider a gas of non-interacting (spinless)

bosons with energy e = ¢|7|, contained in a box of “volume” V = L9 in d dimensions.

(a) Calculate the grand potential G = —kpT In Q, and the density n = N/V, at a chemical
potential . Express your answers in terms of d and f,- (z), where z = ¢’#, and

1 oo xm—l
+ = dx.
Jm (%) (m—l)!/o o ler 1"
(Hint: Use integration by parts on the expression for In Q.)
e We have

[e’e) Zz ni=N
Q= Z eNBu Z exp (—Ban)
N=0 i

{n:}

—€i )y 1
=[[> =l

i {n;} i

Y
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whence InQ = — 3", In (1 — e##=¢)). Replacing the summation ), with a d dimensional
integration [, Vd?k/ 2m)? = [VSd/ (27) ] I;° k4= 1dk, where Sq = 2r%/2/(d/2 —1)!,
leads to

InQ=— Vde / k4 1dk In (1 — ze_mwk) .
(2m)" Jo

The change of variable x = Bhck results in

d oo
InQ = — Vde (kBT) / 2% 1z In (1 — ze_‘”) .
(2m) he 0

Finally, integration by parts yields

1 T ”” T
mQ:V%f(@ )/‘ﬁm_ﬁ__zv&(@ )/ dr— "
(2m)*d \ hc 0 1—ze @ d hc 0 z7ler — 1

leading to

Sa ((ksT\*
G=—kpTnQ= —VFd (%) kpTdlff, (),
which can be somewhat simplified to
V md/2qd)

Gg=- T)\d(d/2) fd+1()

where A\ = he/(kpT'). The average number of particles is calculated as

oG oG VvV mil2q

N = _% = —52’& = )\—gmfd (2),

where we have used 20f411(2)/0z = fq(2). Dividing by volume, the density is obtained as

1 7%/24q!
~ A4 (d/2)!

fd ().

(b) Calculate the gas pressure P, its energy FE, and compare the ratio E/(PV) to the
classical value.
e We have PV = —(@, while

omel _ e _ o

E=="95 .=

Thus E/(PV) = d, identical to the classical value for a relativistic gas.
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(c) Find the critical temperature, T, (n), for Bose-Einstein condensation, indicating the
dimensions where there is a transition.

e The critical temperature T¢ (n) is given by

1 7424 1 7424

M= N =Y = N e

This leads to
T:

_ he (n(d/Z)! )”d.

" kg \w¥2d(y
However, (4 is finite only for d > 1, and thus a transition exists for all d > 1.

(d) What is the temperature dependence of the heat capacity C (T') for T' < T, (n)?
e At T < T, z=1and E = —dG o T, resulting in

_OE E G vV w2

C(T) = 5z - (d+1)= = —d(d+1)Z = d(d + l)A—ngWCcH-l o T,

T T

(e) Evaluate the dimensionless heat capacity C(T')/(Nkp) at the critical temperature
T = T., and compare its value to the classical (high temperature) limit.

e We can divide the above formula of C(T" < T'¢), and the one obtained earlier for N(T" >
T'c), and evaluate the result at T'= T, (z = 1) to obtain

C(T) _ d(d+ s

Nkp Cd

In the absence of quantum effects, the heat capacity of a relativistic gas is C/(Nkp) = d;

this is the limiting value for the quantum gas at infinite temperature.
sk sk ok ok ok sk ok ok
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