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A classical potential for ZrC is developed in the form of a modified second-moment approximation
with emphasis on the strong directional dependence of the C—Zr interactions. The model has a
minimal set of parameters, 4 for the pure metal and 6 for the cross interactions, which are fitted to
the database of cohesive energies of B1—, B2—, and B3-ZrC, the heat of formation, and most
importantly, the atomic force constants of B1-ZrC from first-principles calculations. The potential
is then extensively tested against various physical properties, none of which were considered in the
fitting. Finite temperature properties such as thermal expansion and melting point are in excellent
agreement with experiments. We believe our model should be a good template for metallic ceramics.
© 2003 American Institute of Physic§DOI: 10.1063/1.156781]9

I. INTRODUCTION while selecting a functional form of the interaction with a
minimal set of parameters to be fitted. A crucial aspect is the
focus on the Zr-C interaction force constants, treated as
purely theoretically determined quantities, in the fitting pro-

ZrC is a typical transition metdtefractory carbide that
takes B1(NaCl) ground-state crystal structure at normal con-

ditions with several notable characteristiesexceptional . ) ! . .
cedure. As we will show by direct simulations using the con-

hardness, very high melting point, chemically inert, and im- . : ; . .
pervious to hydrogen attack. In addition, the material is exStructed potential and comparing results with either experi-

tremely strong at high temperatures, highly nonstoichometri€€nt or theoretically more rigorous calculation, a range of
(large carbon vacancy concentratiprand exhibits metallic dlfferent physical properties can be successfully predicted in
behavior in its electrical, magnetic, and optical propertiesthis manner. - S _ _ _
This family of ceramics is of considerable industrial interest, e begin in the next section with a discussion of chemi-
with significant structural, chemical, electronic, and nuclearcal bonding characteristics in ZrC using Zr as a reference. In
applications. contrast to SiC in B3zinc blend¢/B4 (wurtzite) polytype
Despite their technological interest, the extraordinarySeries where it is reasonable to apply the bond-order formu-
mechanical and thermal properties of ZrC have yet to béation developed for Sijt is now important to recognize that
analyzed at the level of atomistic modeling and simulationZrC and Zr are fundamentally quite different. From the
Such studies could play a significant role from the standpoinghemical bonding considerations, it is clear that the strong
of developing a computational capability to predict the per-angle-dependent interactions in ZrC should be treated as ac-
formance of the material under service conditions, typicallycurately as possible. In Sec. Ill the selection of a functional
earmarked by stress or thermal loading, or a radiation fieldform of our potential which is capable of representing the
In contrast, SiC, another ceramic with a similarly wide rangeknown N-body character of interatomic interactions in re-
of applications, has been much more studietithe differ-  fractory carbides is discussed; it is an extension to AB alloy
ence here is the availability of an interatomic interaction de-of the second-moment form that has been applied to'Zr.
scription which is required for any large-scale atomistic cal-Our model has six parameters specifying the Zr—C interac-
culation. Whereas tractable and reasonably realistition. In Sec. IV we describe fitting the potential description
interaction potentials for SiC have been developed for some a database composed of cohesive energies of three struc-
time®’ no interatomic potential model for ZrC exists. Thus, tural phases of ZrC: B1, B2, and B3, elastic constants of
the aim of the present work is to construct and validate amB1-7rC, force constant matrices for moving Zr or C in B1—
interatomic interaction description of ZrC for use in molecu- zrC, and the B1-ZrC heat of formation. In Sec. V the model
lar dynamiCS simulations of mechanical and thermal behthhus constructed is used to calculate a set of properties_
1or. cohesive energy of ZrC in hexagonal Bhase, point defect
Since the robustness of any empirical potential is alwaygormation and migration energies, surface and vacancy relax-
a concern, our approach is to keep the model description agjon, Grineisen parameter and thermal expansion, vibra-
simple as the basic nature of Zr—C bonding would allow,;iona| amplitudes, and melting point—which are not in the
fitting database and for which comparison with measurement
dElectronic mail: syip@mit.edu or more rigorous calculation is made. Taken together, these
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FIG. 1. Bond types in fcc pure Zr and B1-ZrC.

FIG. 2. An intuitive view of B1-ZrG; .

results constitute a validation of the model. The article con-
cludes with a brief discussiofSec. V) of applying the —C,,)/B. With the addition of carbon, the bulk modulus is
model to study strength and deformation behavior and themore than doubled. Even more significantly,,@s nearly
mal conductivity response of ZrC. quintupled such that the Cauchy discrepancy is now nega-
Currently there exists no empirical potential model oftive, which is typical of ceramic materials. The fact that Zr
ZrC or any other refractory carbides, although a tight-C, has an extremely high melting-point and is stable down to
binding description has been developed for fi¢?To ac- X=0.5, when C vacancies “percolate” and the fcc structure
complish this goal we have adopted an empirical approachollapses, can be related to this extraordinarily large value of
based on first understanding the nature of ZrC bonding, the@,,. The elastic constants of TiC are also shown, and they
proposing an inspired functional form for the interaction, fol- are seen to be very close to those of ZrC.
lowed by fitting the parameters to a selected database of Another indication of the strength of the hetero-nuclear
properties. bonding in ZrC is its large heat of formation: 2.14 eV/pair, in

pure hcp Zrgraphite~B1-ZrC. (1)

Il. NATURE OF CHEMICAL BONDS In comparison, the heat of formation in SiC is only 0.64

Group IV transition metals Ti,Zr,Hf have hexagonal eV/pair. This and the change in elastic constants suggest that
close-packed ground-state structure at zero pressure. Tls&rong and highly angle-dependent bonds must exist between
electronic configuration of an isolated Zr atom °8d2. In zirconium and carbon.
condensed phases thelectrons can be promoted paandd What are the nature of those bonds? Structurally, the B1
orbitals to occupy bonding states with the surrounding atground state may imply ionic bonding. While there had been
oms. Exactly how that occurs depends on the local environeontroversy historically, it is now clear that this is not the
ment. In fcc pure Zr and B1-ZrC, the point group of thecase. The properties of ZrC are dominated by the strong
crystal field surrounding a Zr atom is,Qunder which thel  covalent bonds opdo type shown in Fig. (b), assisted by
orbitals split into two irreducible representations;: weaker and slightly metallipd# bonds of the type shown in
{xy,yz,zx}, ande,:{x?~y?3z2-r?}. In fcc Zr, thet,y or-  Fig. 1(c). Although there is appreciable charge transfer from
bitals point toward the nearest-neighbor Zr atdimsnd type  Zr to C (0.42 electron*?it occurs in an isolatedd band 3.4
(a) in Fig. 1] and is lower in energy. To fully occupy them, eV below the main bartd with metallic screening neutraliz-
each Zr atom needs three electrons, and sosmlectron is  ing its effect. lonic bonding and the original metal-metal
promoted to thel band, leaving the other to the broadgy  ddo bonds are sufficiently weak in ZrC that they can be
band. Essentially the same thing happens in hcp Zr which iseglected in the first approximation. The essence of bonding
a few hundredth of an electron volt/atom lower in energyin ZrC therefore lies in how théb) and(c) bond types in Fig.
than fcc Zrt° The electronic density of states of pure hcp Ti 1 replace theéa) bond type of pure Zr to receive the boon of
and Zr have been calculated by ktial*® Both are about 0.9 chemical affinity manifested in the heat of formation, and
states/eV/atom at the Fermi level. what demands of the local atomic environment in order to

The pure fcc Zr is a relevant reference state for B1-Zmeceive it.

Cy (see Fig. 2 which is thermodynamically stable between Jhi et al. calculated the total and symmetry-decomposed
X=0.5 and 1. Since Zr is more than twice as large as C bylectron density of states in TiC using full potential linear
the Slater empirical radiud.55 vs 0.7 A,** one can think of  muffin-tin orbital (LMTO) method’ At the Fermi level, the
ZrCy as an fcc Zr lattice, with carbon atoms filling in the total density of state€DOS) is 0.24 states/eV/atom, which is
octahedral interstitial sites, without affecting much the totalabout 1/4 of that in hcp Ti. Below the Fermi level,gz and
volume. Even if all the interstices are filled, C makes up onlyTi d-local DOS(LDOS) show a strong correlation, indicat-
11.6% of the total mass. Nonetheless, C has profound effectag the formation of substantial chemical bonding in which
on the properties of the material, as can be seen from the Tid—LDOS can be further decomposed irgg andt,
comparison of elastic constants in Table I. parts. We see that theg d-LDOS is in general larger than the

Pure Zr shows the behavior of a typical metal, large C t,4 d-LDOS, but it drops to zero at the Fermi level and is
and small G, giving a positive Cauchy discrepancy {C clearly split between the occupied bonding and the unoccu-
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TABLE I. Elastic constants of hcp and fcc Zr, ZrC, and TiC. The first four columns are from experiment and
ab initio calculations. The fifth column is from a tight-binding potential for T&2e Ref. 12 The last column
is from our empirical potential for ZrC.

GPa hcp Z¢ fcc ZP B1-ZrC* B1-TiC! B1-TiC (TB)¢ B1-ZrC (present
Cu 155.4 119 480.2 515 313 381.1
Cu, 67.2 77 101.8 106 207 121.0
Cus 36.3 53 169.7 179 119 177.7
aSee Ref. 10.

bSee Ref. 15.

‘See Ref. 16.

ISee Ref. 12.

pied antibonding states, which means that g@r bond  strength. Therefore, the octahedral arrangement with six Zr
between C and Ti is purely covalent. On the other hand, th@earest neighbors is the maximumttaaC atom can accom-
Ti t,qg d-LDOS, though weaker, is nonzero at the Fermi level,modate with the orthogonality criterion. If more neighbors
and it correlates with the nonzero |ELDOS at the Fermi are added, it would not receive nearly as much benefit in
level. Thus,pd# bonding between C and Ti is slightly me- band energy as it does previously due to the unavailability of
tallic, which accounts for the fact that TiC is electrically p orbitals, whereas core repulsion would make this overco-
conductive. The original Ti-Tddo bond plays little role in  ordination attempt energetically unfavorable.
this electrical conductivity; it is very small below the Fermi Thus, a critical aspect of a successful potential forZrC
level. Only when C is removed from the system does thds the same as those for Si or C, whether it is formulated
ddo bond begin to have a more significant influence. Thusempirically®'8°or through an approximate formalisify,>®
we cannot totally ignore it if we want to study the depen-which is how does one correctly describe the angular depen-
dence on stoichiometry. dence of bonding, or bond interference effect. We note that
If the main band is integrated, one fiféithat 3.01 elec- based on density functional theofFT), the actual total
trons occupy the (o and 2.99 electrons occupy the @i  energy is outcome of minimizing a nonlinear, complex func-
orbitals, thereby confirming the rule of local charge neutraltional, and the “apparent” electron Hamiltonian is strongly
ity in metallic alloys?®® However, there is an isolated and dependent on the self-consistent charge density. A simple
narrow band 3.4 eV below the main band that has 1.41 eledight-binding approach with radially dependent but angular-
trons occupying the G orbitals and 0.59 electrons occupy- independent matrix elements is often incapable of describing
ing the Tid orbitals, which accounts for the total of eight a large set of atomic environments, so explicitly angular-
valence electrons of a Ti/C pair. Importantly, no signsgf  dependent matrix elements have been introduced to the tight-
hybridization on C of the types that occur in diamond orbinding approach as welf.
graphite is ever observed.
The crucial question is, why dpdo bonds and to a ||. THE POTENTIAL MODEL
lesser degrepdw bonds, favor the octahedral arrangement

and strongly resist shear? This clearly has do with C, because '€ Finnis—Sinclair potenti based on the second-
pure Zr has a very small G. Let us consider the reference Mmoment approximatidii has been applied to modeling tran-

case of diamond wherep® hybridization favors the tetrahe- sition metals and their alloys during the past two decades.

dral arrangement. It penalizes shear deformation relativeyVillaime and Massobrfb (WM) have fitted a second-
severely as compared to metals, because unlike volumetrf@0ment potential for Zr with only four adjustable param-
deformation, shear strain destroys the orthogonality of hy_eters. !t has been_shO\_/vn to give reasonablg results for defect
bridized orbitals in Hilbert space. Now recall that formation and migration, thermal expansion and phonon
spi-bonding orbitals achieve orthogonality in Hilbert spaceProperties in both hcp and bee Zr. In particular, it is able to
without requiring them to be orthogonal in real sp#bend capture the temperature-dependent phoqqn aonomahes in bcc
angle 109.47°) due to participation of teerbital Zr that are related to the hcp» bec transitiont? Later the

model was used to study fast diffusion of impurities in hcp
Iha11p =18)+ [P +1Py) + P2, Zr with additional parameterization for Ni—Ni and Ni-Zr

. . 7
o) =[s)+ 0. = [po) — (.Y, interactions’
| Hll]) [$)+1P0 |py> P2 We have adopted the WM potential as the basis to de-

Ihiag) =18y —Ipx) +Ipy) — P2 velop an empirical potential for Zr/C. Keeping to its tradition
i) =18) = [ — [ po) +] of simplicity, we will work toward finding a minimal set of
1111 = 19~ [P0 = Ipy) +[p2). additional parameters. As we have discussed, angular depen-

Without hybridizing with thes orbital as the LDOS clearly dence lacking in the WM potential must now be introduced
shows, the local orbitals on carbon pointing to the Zr neigh-to reflect the fundamental change in nature of bonding from
bors composed gb states only, necessarily have to be mu-pure Zr to ZrG . After trials with sets of 7—11 parameters,
tually orthogonal in real space in order to remain orthogonalve find that six parameters are sufficient to describe the
in Hilbert space. Whenever that cannot be satisfied, the twdr—C bonding, 2 each for core repulsion and hopping
pdo bonds involved should both be significantly reduced instrength, and just 2 for the angular dependence. There is no
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explicit C—C term3® because the carbon separations in ZrCTABLE Il. Parameters of WM potential in the form of E¢B).

are well beyond their normal bond distance cutoffs, and at-

tempting to fit them would lead to artifacts. Based on the aey e A P o £V d
discussion in Sec. Il, a more plausible physical mechanism.179 364 6.8 9.3 3.1744 22014548 21
can be proposed to explain the C—C force constants in ZrC
without resorting to direct C—C bonding. This approach fits

well the results of a DFT calculatidfi As the number of free

parameters in the fitting decrease from 11 to 6, there is gonh,, 4 (r;;). To certain extent this is a reasonable approxi-
gradual but appreciable increase in the fitting error. Nevery oo %or zr, for the following reason. There are fide

theless we maintain our emphasis on the minimal set of paspitals at every atom, and eachorbital has four lobes
rameters and considered only those that are the most i”di§éxcept %2—r?) that can point to four neighbors simulta-

pensable. neously, so overall there is less shortage of empty orbitals
A. Second-moment approximation for pure Zr that can bond with a new neighbor, and which still remains
largely orthogonal to the other occupied bond orbitals in Hil-
bert space. In contrast, in ZrC, the availability op@rbitals

is a critical issue because there are only thpeerbitals at
each site and p orbital has only two lobes that can fornva
bond with neighbors. Therefore, it is not surprising that

The moments theorem derived by Cyrot—Lacknfdnn
based on the tight bindin@ B) formalism expresses the idea
that the spreadand higher-order shape factprsf the va-
lence electron LDOS at an atomic orbital is directly related

to its “interactions,” or matrix elements, with neighboring while h;;=h(r;;) may be a good approximation for Zr-Zr, it

orbitals, thus providing a theoretical basis for the local inter-< |ess so for the Zr—C bonds.

actiqn approach th_at s u;ed bY al empiricall potential;. As- For metals, a properly parametrized second-moment po-
suming one generic atomlp orblta_l at each site, Iabgled by tential can impart significant improvements over pair poten-
or j, one can write for the interaction between two sites, tials. Foremost, the many-body effect of saturation is built in.
h=(iHlj), e=h;, 2) If an atom hasZ neighbors, the bonding energy ds\Z in-
stead of«Z as a pair potential would give. This means that
‘lower coordination number structures like the bcc phase may
be stabilized against the fcc phase. The strength of an indi-
vidual bond, that is, how much force a bond could convey
Etot— grery gb, ©) when a neighbor is displaced, is nowl/\Z, which is the
) ) o ) ) ) same for the energy benefit of adding a new neighbor. Sec-
in the tight binding formqlatlon, wherg'P is the repu_Iswe ond, the fact that Eq(5) is derived from quantum theory is
energy due to overlapping cores, and the attractive banfbfiected naturally in its elastic properties. A pair potential

where™ is the self-consistent valence electron Hamiltonian
and|i) is a Wannier orthogonal function.
The system’s total energy™ can be expressed¥s

structure energy can only give G,=C,,. Without much effort, most second-
Er moment potential parameterizations can give ;@ fBat is
Ebff dEp(E)E (4)  significantly greater than /&, found in most metals. Last, in

terms of computational cost, it is on the same order as a pair
describes the valence electron bonding which provides cohgyotential, in fact no more than twice as expensive.

sion. In the second-moment approximation the band struc-  \WM published their potential for Zr in 1989:
ture energy has the form

Etotzz ™ (7)
EP=2 EP=-2 f,\/ 2 [hyl” ®) |
i I IEal

r”
The second-moment approximation provides some in- Vi:[a > ex;{—p(%—l)“
sights into the many-body potentials for metals, especially fij=re 0
for transition metals with narrow band. For an elemental
metal, the constarftai can be absorbed intg; and need not _[
to be fitted separately. For an allcﬁg,i can also be absorbed,
but we would then lose the symmethy; =h;; .

It is common practice in tight-binding theory to assume
that the core repulsioE™P in Eqg. (3) is the sum of pair
interactions

s cof w2

rj<re

112
] : 8

with the parameters listed in Table Ity is the nearest-
neighbor distance of hcp Zr a&=0 so it is not a free pa-
rameter. A sharp distance cutoff nf=6.8 A is picked so as
to ensure the correct hep vs bec, fcc stability.

Within the electron volt—angstrom unit system, E8§)
can be reexpressed in a simpler form

: (6)

EreP=>, L*‘ d’aiﬁj(rij)

vi=[ > equ<B—rn>]]

for which a simple exponential form, ; exp(—b,gr) is often ri<re
sufficient. 12

The conceptual proposition of the Finnis—Sinclair poten- _[ > exgC(D-— rij)]] (eV), (9)
tial is thath;; in Eq. (5) can be represented by a radial func- Mj<re
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TABLE Ill. Parameters of the reorganized WM potential E@). in the eV—A unit system.

AZrZr (Ail) BZrZr (A) CZrZr (A7 l) DZrZr (A)
2.9296875 2.587 873 956 389 39 1.323 084 677 419 35 4.367 246 426 256 3
where limited availability of carborp orbitals, and its orthogo-
nality preference in Hilbert space and therefore in real
_p B log(a) . 2q
A=—, B=rg 1+ , C=—, space.
o o (3) hzc must be stronger thahy,,,, but it also must be
log( &) short ranged. A cutoff distance of’c= 3.5 Ais imposed
DEFO[]."— } (10 arbitrarily, which is midway between the first and third

nearest neighbors in B1-Zr®oth of Zr-C type inter-
Thus, there are only four free parameters in the model if one  actions.

excludesr.. These are listed in Table IIl. (4) We sethee= ¢pcc=0, which differs from the cohesive
energy model of Cottrefl There is no evidence of direct
B. Empirical potential for Zr /C C—C bonding in ZrC. C—C distances in Zrc-8.3 A)

are considerably larger than their normal cutoff distances
(~2.1 A),5193%and the size of the Zr atom should pro-
vide excellent screening. The energy benefit of Zr-C
bonding is so great that the carbon electrons should pre-
dominantly concentrate on Zr—C bonds in a Zr-rich en-

To empirically extend the second-moment potential to
AB alloys, it is common to writé/31-*3py neglecting the
on-site energy differences

tot__
E _EA Vi+i§B Vi, vironment. If one needs to study a C-rich environment
such as the interface between certain form of pure car-
VieA bon with ZrG,, then one is free to pick any pure C
potentiaf'*®**to describe the C—C direct bond. Due to
Vi=j ;ﬁ ¢AA(rij)+JEB ¢AB(rij)—xi1’2, its rare occurrence in ZrG we do not take upon our-

selves the responsibility of fitting the C—C direct bond,
although we have made sure that the ZrC heat of forma-

Xi= 2 _ hiA(rij)+ E hiB(rij), tion is correct when the experimental value of graphite’s
JeAZ 1eB cohesive energy is used. In other words, in order to have
VieB: the correct global thermodynamic driving force in a pure

Clpure Zr interface simulation, one just needs to make
sure that his pure C potential reproduces the experimen-
tal cohesive energy of graphite.
(5) We use a simple exponential form for bafh,5(r) and
Xi=> thA(rij)+ D héB(rij): h,s(r) following the WM potential. Since this potential
jeA jEB#I has no provision for a smooth cutoff, we impose a
where scheme on all radial functions by multiplying them with
ek/(=ro) with an arbitrarily pickeck =0.1 A, making all
das(rij) = dpalrij), (12 radial derivatives continuous at=r.. The original
ri#'=6.8 A is shifted tar2“'= 7 A to accommodate this
change. We have found no significant differences in the

Vi=2 dealrij) + > (;bBB(rij)_xil/za (1)
jeA jeB#i

and one may stipulate

has(rij) =haa(rij). (13 pure Zr properties, including hcp/bec/fcc phase stabili-
Our Zr/C potential follows the form of Eq(1l) with ties, after this modification.
A=2Zr and B=C, with several important modifications. (6) We take the constrairttzc(r) =hcz(r) to save one pa-

rameter, as we have insufficient data to support it.
(1) Unlike hgz(r), the so-called bare strength,c(r)

would not be directly used in Eq11). Instead, the so- In summary,¢c(r)=hc(r)=0, and

called screened strenglth, would take its place, whose

value ishz scaled by an interference factor depending

on hy¢ strengths nearby and respective angular cosines. ¢Z,Zr(r)=ex;{ Azizi(Bzize= 1) + 2z (ev),

The concept of angular dependence and screening has c

long been (i)ngrzoduced to empirical potentials for metals K

and alloys: . - h3g(n)= exp[ Carzd Dziz— 1)+ — 57| (6V2),
(2) The bare strength is supposed to be the overlap matrix r—rg |

element when both atoms have bonding orbitals avail-

able pointing at each other. For Zr—Zr this is not a bigwhereK=0.1 A, r?“=7 A, andAzz, B2z, Cszr, and

problem, but for Zr—C it is severely constrained by theD,, are listed in Table Ill. Furthermore

(14)

C
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K
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FIG. 4. lllustration of the screening decay factor exp’@—ij) (assuming all
(15 h's are equal

(ev),

K
thc(r)zhCZr(r)zexl{ Czic(Dzc—1)+ _2iC
¢ i or j. Therefores; must depend orhy(r;) and

with ri©=3.5 A, andAc, Bzc, Cuc, andDy,c are to be hzc(rk) in some fashion. As normalizatioyc(r;;)
fitted. ends up in the denominator.
After a number of trials, we decide that the screening of(2) JS—'J is used instead of;; in Eq. (16) because physically
hzc should take the form h;=(i|H|j), a complex quantity that cannot be
~ S5 summed. Buhizj can be interpreted d¢i|7#|j)|2, which
hyc(i=2r,] =C)=h2rc(ri,-)><eX;{— _'J} (16) can be summed.
hzec(rij) (3) For the angular dependence, we use the simplest form
wherei is the Zr atom ang is the C atom of a Zr—C bond, available.Bzc will be large, and the screening is practi-
and the screening strengs) is cally nonexistent wher9=2=/3, but it rises dramati-
cally wheno</2.
. 1+C030|ij Bzrc 5 Y "
Sii=I S e hzec(rin) We will discuss the procedure and results of fitting Egs.
(15) and(17) in the next section. Here we give the optimized
N 1+ cosby;; ﬁCthz 1 parameters in Table IV. The physically significant digits are
ke 71 k#i acy ZEU 17) of course much less than shown, but we keep the digits for

) . ) numerical calibration purposes.

j, and thek’s are all the Zr atoms that interact wiftbesides  factor e \Si s illustrated in Fig. 4, taking alh’s to be of

i (see Fig. 3. For the sake of minimal set we have further gqua| strength. In B1-2rC, for each Zr—C bond there are 2
takenaz,c= acz and Bzic= Bezr, SO we are left with only  »4—g other Zr—C bonds attached, with bond angler/2
two screening parameters to fit. Equatitit6) participates (o other bonds with angle-m have little effect, so

equally in theX sums of both the C and Zr atoms, as showne, [8((1+ cos Bl ag,0) Pzrc is plotted as an illustration of the mag-

in Egs.(11) and(13). . . . .
. nitude and stiffness of the screening, and similarly, for 2
The meaning of Eqg16) and(17) can be seen from the %3=6 (B3 structuré at §~109.47° and X6=12 (B2

following considerations.

structure.
(1) How strongly theij matrix element is screened depends Figure 5 shows the bare strengths@z,(r),
on the bare strengths of the screening bondsor jk. —hz2(r), 2¢7c(r), —hzc(r). Note that¢p andh are not

We cannot have a new neighbor just entering the cutofflirectly comparable, because the effectdfincreases lin-
to strongly screen the other bonds that are much closer tearly with coordinatior?, while that ofh increases as JZ.

TABLE IV. Optimized parameters of Eq$l5) and(17) in the eV—A unit system.

Azc (A7h) Bzic (A) CucA™h Dz (A)
3.245 893 936 698 54 2.056 798 049 191 17 0.823 038 180 523 68 4.154 822 258 151 34
azrc Bzic
1.808 533 038 462 49 14.593 454 943 734 51
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. ) ) FIG. 6. Cohesive energy curves of three cubic phases of ZrC. Solid lines are
FIG. 5. Radial functions of bare strengths. The 1st arrow is at the neare%t,om DFT calculationgshifted vertically to matcEBL-2C ), dash lines are
neighbor distancéZr—C) in zero-pressure B1-ZrC; the 2nd arrow is at the y equilibrium/»

second-nearest neighbor distan@ —Zr) in zero-pressure B1-ZrC. The from the present empirical potential
“hcp Zr” arrow is at the nearest neighbor distan@—Zr) in zero-pressure
hcp Zr.

an easy process. One must constantly open the black box of

They are plotted together in Fig. 5 only for illustration pur- the fitting code and plot out the relevant variables for typical
poses. atomic environments, in order to gradually form an intuitive

Finally, we caution that when a bond breakg €xceeds picture of how the model operates. Only after many trials
r and hzc(ri;) drops to zero, there is no problem math- and errors do we settle on Eq46) and(17) and Table IV.
ematically havinghz(rj;) at the denominator inside Eq. The fitted properties are discussed next in detail.
(16). Numerically, though, it is wise to test whether The cohesive energies of B1—, B2—, and B3-ZrC, cor-
\/s—ij/hz,c(rij)<50 before feeding it to the exponential; if not responding to coordination numbers 6, 8, and 4, are plotted
then the function value and all derivatives can be taken to béh Fig. 6 as a function of density. The reference curves are
zero. The same is also true for the smooth cutoff functiorcalculated using/asp®® with the Perdew—Wang generalized

el/(r=re), gradient (GGA) exchange-correlation density functiotfal
and ultrasoft pseudopotenti#l.Both the energy-cutoff and
IV. THE EITTING PROCEDURE k-point convergence have been carefully verified. B2 and B3

) ) ) ] structures are chosen because they represent over- and un-
The six Zr—C interaction parameters tabulated in Tablgjercoordinated environments that may appear locally in B1—

IV -have been fitted to: ZrC's defects. The goal is to interpolate over sufficient num-
(@ the cohesive energy curves of B1—, B2— and B3-zrC;ber of reference environments so the interatomic potential
(b) the elastic constants of B1-ZrC; can behave well in not-fitted but characteristically similar
(c) the force constant matrices of moving either a Zr or a Cenvironments. Ideally, a careful fit to reference environments

atom in B1-ZrC: and with coordination numbers ranging from 2 to 12 can produce
(d) the B1-ZrC heat of formation, very robust environment-dependent potentfls.

The elastic constants of B1-ZrC Bt=0 are given in

in which fitting to(c) is the most instructivé® We find thatif ~ the rightmost column of Table I. They are significantly im-
we only fit to(a),(b),(d), then even a binary pair potential can proved over the tight-binding results for B1-TfOwhose
do a reasonable job except& C,,. However, when we hopping integrals do not have angular dependence. Specifi-
compare the pair potential’s force constants with the DFTcally, our G>C,,, whereas their G>C,,, under the con-
results'® we discover they are grotesquely wrong. The spastraint that both give the same bulk modulus.
tial distribution of the DFT force constants reveals so much A DFT calculation by Jochym and Parlindkihas pro-
about the nature of Zr—C bonding in ZrC that without it we vided atomic force constant information for B1—ZrC which
would never arrive at our present model E(E5) and(17).  we will use as fitting targets. We obtain force constants by

(a)—(d) are fitted jointly by defining an error function setting up a large cell, moving the atof@ or Zr) at the
which is the weighted average of the relative errors betweenrigin by a small amount, and calculating the forces on the
the values given by our potential with a certain parameter seturrounding atoms. Due to cubic symmetry, one small dis-
and the target values for the same properties. This complgslacement in the direction is sufficient.
mentary error function is then minimized in the parameter  Results of the fitted force constants are shown in Figs. 7
space by using either selective directed search or simulateahd 8 for C and Zr, respectively, along with DFT target
annealing. In practice, the model development and the nuralues. The agreement is generally quite satisfactory. Notice
merical optimization were done iteratively, and it was neverthat in the DFT results the four neighbors in the transverse
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FIG. 9. Phonon dispersion curve of ZrC, comparing present re&oti
FIG. 7. C atom force constants in B1-ZrC in unit of N/m. Jochgial’s line) with experimentsee Ref. 4p(circles, and DFT calculationésee Ref.
DFT results(see Ref. 1p are the numbers above, present results are the16) (dots.
numbers below. Only the atoms that contribute significantly to the total
reaction force are shown, and some are omitted by symmetry.

The phonon dispersion curtfeof ZrC is plotted in Fig.

plane of the displacement offer as much resistance per atofh along with experimental resuffsand results from Jochym
as the two neighbors directly in line with the displacementt al's DFT calculations® The agreement is quite good for
ThiS, Supports the idea of very Strong bond angle depenthe acoustic bl’anChes, and Satisfactory for the Optical
dence. If one were to use an optimized pair potential, as waranches. The overall quality of agreement is better than that
have, one would find that this essential feature cannot bef the Tersoff potential for Sic.

realized, as the atom directly ahead of the displacement al- Phonon DOS and LDOS are shown in Fig. 10. They are
ways offers>3 times more resistance than the transversd? good agreement with the results of Jochgtral."® Espe-
p|ane atoms. In other words, a|though a binary Lennard_Cia”y, the Zr atom LDOS almost Completely fills the acoustic
Jones or a Morse potential is able to give satisfactory cohd?and while the C atom LDOS almost completely fills the
sive energy curves andy; C;,=Cy4, they are bound to fail optical band. This almost-decoupled LDOS feature is some-
to account proper|y for the |Oca| interactionS. Cauchy dis_What Counterintuitive Since the Zr and C atoms interaCt
crepancy originates from two sources, many_body interacstrongly. We attribute this to the |al’ge mass difference be-
tions and bond angle forces: the former tends to give positivéveen Zr and C. The C atom is effectively isolated in a Zr
contribution while the latter tends to give negative c@ge, rattling with high frequencies like an independent os-
contribution®® The atomic force constants provide spatial Cillator, whereas the Zr atoms “see” other Zr atoms and vi-
and vectorial details which are otherwise covered up in thdrate coherently as acoustic phonons.

scalar total energetics. They are highly sensitive characteris-

tics of the nature of the chemical bonds.

0.25F .
1.91
0.71 !
02F ]
(-19,12,1.2) -3.68
(-0.57,0.6,0.6) -1.30
0.15f ]
(-15.67,0,31.66)
(-16.60,0,24.69) 0.1 i
z )
y (-15.67,31.66,0)
i (-16.60,24.69,0) L ]
* ™ 23.82 0.05
225
284.67 % 2 4 6 s 10 12 14 16 15 2
290.43 v [THz]
-8.74 2420
312 -35.29 FIG. 10. Phonon DO%dash ling and LDOS(full lines) in ZrC. Zr atom
LDOS almost completely fills the acoustic band, while the C atom LDOS
FIG. 8. Same as Fig. 7 except Zr atom is displaced. almost completely fills the optical band.
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TABLE V. Comparison of the equilibrium structure and lattice stability for TABLE VI. Carbon vacancy formation and migration energies in B1-ZrC/

the hexagonal Bphase. TiC.

cla EBhf Eg; (eV/atom Formation(eV) Migration (eV)
FPLMTO (B,-TiC)? 0.86 0.78 TB (TiC)® 1.50 2.66
TB (B,—TiC)° 0.67 0.21 VASP (ZrC) 1.16
Present (B-2rC) 0.97 0.56 Presen{(ZrC) 151 4.86
8See Ref. 44. 2See Ref. 47.
PSee Ref. 12.

two steps is less than 1 meV, and the maximum force on one

Using the GGA density functional and ultrasoft atom is less than 0.01 eV/A. We gét(Vc)=1.16 eV from
pseudopotential we compute the total energies of hcp Zr, vasp. In comparison, the present model giv&(Vc)
graphite and B1-ZrC, and obtain a heat of formation value=1.51 eV.
of 1.72 eV/pair for Eq(1). In comparison, Guillermet’s ex- Following Baskeset al,*® we have also computed the
perimental result is 2.14 eV/pdit.The present model fits to forces on atoms near an unrelaxed carbon vacancy. To our
the experimental value and the result is 2.47 eV/fgiaph-  surprise, even though the agreemenEinis reasonable be-
ite’s cohesive energy is taken to be 7.43 eV/atohe heat tweenvasp and the present model, there is a large discrep-
of formation reflects the strength of the chemical bond and isincy in the unrelaxed forces. In both cases only the six Zr
closely related to the thermal and chemical stability of theatoms near the unrelaxed carbon vacancy sustain appreciable
compound. The large value in ZrC makes it very stable, havforce. However,vasp gives 1.65 eV/A outward expansion

ing one of the highest melting points known. force per atom, while the present model gives only 0.61
eV/A. Energy decrease during the relaxatid""*®{V )
V. THE VALIDATION PROCEDURE —E{(Vo), is 0.43 eV invasp and only 0.079 eV in the

) i ) . resent model.

To validate the potential model, we investigate several  £or the carbon vacancy migration energy, we follow the
properties that have not been used in the fitting procedure iQpproach used by Harris and Bristd¥evho assumed a
any way. Duc_e to_the scarcity of e_xperlmental daf[a avallabl_esimp|e diagonal transition path and carried out constrained
on ZrC, we find it useful to also include some TiC data. Ti pinimization as a neighboring carbon atom is moved to the
and Zr are transition metals belonging to thd @nd 4 \acancy site. The migration energy results, given in Table
series, respectively, both being group IVA elements. Thusy gshow significant discrepancy between the present model
they have similar electronic structure which in turn leads oo, 7rc and the calculation for TiC using the tight-binding
similar physical properties such as elastic propefsee, for  otentiall? Using radioactive tracer technique, Sarian
example, a critical review by Kradt al*” and also Table I, a5 gt 412849 haye reported the bulk diffusion constant of carbon
well as thermal conductivity®® This similarity of physical atoms in ZrC to be 1.6210% exp(—113200/RT) cris,
properties extends to families of metallic ceramics and inyyhich converts to an activation energy Q= 4.904 eV for
cludes nitrides, and borides, as well as carbides. carbon vacancy diffusion. Harris and Bristowe have argued
A. Hexagonal B ,, phase that this is in good agreement with the tight-binding results,

_ since 1.56-2.66=4.16 eV!’ We believe that another inter-

The B,~ZrC structure provides a good test of the trans-yetation is more likely. Sarian has not&&that the activa-

ferability of our potential, because only three cubic phase§ion energy for carbon vacancy diffusion should be the mi-

were considered in the fittingFig. 6. The B, structure is o 4400 energy only, since there exists already ample amount
also called WC structure because it is the ground state of th carbon vacancies in the lattice, even at 0 K. In the earlier

tungsten—carbon compound which supplants the B1 Str”Ctur@xperiment, the sample used was Zsg.*® It seems un-

as the ground sFate4when going from group IV to VI transi-jie|y that at this very large pre-existent vacancy density,

tion metal carbide$” The c/a and Eg, —Ep; predictions e rmal activation can still increase the vacancy density as a

from the present model are tabulated in Table V, along withfynction of T as much as the Boltzmann factor

the full-potential LMTO(FPLMTO)* and tight-binding’re-  exp(—E, /ksT) suggests. If the thermal activation energy

sults for B,—TiC. The tight-bindingEg —Eg;value appears should consist of only the migration energy, then our migra-

to be too low. tion energy result of 4.86 eV is in good agreement with the
experiment.

B. Carbon vacancy formation and migration energies

Using the GGA density functional and ultrasoft C. Metal vacancy formation and migration energies

pseudopotential® we compute the carbon vacancy formation Using the GGA density functional and ultrasoft
energy, defined here as the energy cost of removing one capseudopotential we compute the Zr vacancy formation
bon atom from B1-ZrC bulk and place it in graphite. We useenergy, defined here as the energy cost of removing one Zr
a 63-atom supercell andX77 x 7 Monkhorst—Pack k sam-  atom from B1-ZrC bulk and place it in hcp Zr. We use a
pling. The planewave basis has an energy cutoff of 358.4 e\63-atom supercell and>¥7x 7 Monkhorst—Pack k sam-

lon relaxation terminates when the energy change betweepling. The planewave basis has an energy cutoff of 358.4 eV.
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TABLE VII. Metal vacancy formation and migration energies in B1-ZrC/

e O 0 O
Formation(eV) Migration (eV) Total (eV)

TB (TiC)? 2.37 4.16 6.53 O 14 O

VASP (ZrC) 8.89 s e angle bending

O e
Presen{ZrC) 5.80 e .. :
&) O .
aSee Ref. 47. ‘

® ®
lon relaxation terminates when the energy change between

two steps is less than 1 meV, and the maximum force on one

atom is less than 0.015 eV/A. We find thag(\V,,) =8.89 eV ® O L4 @
from vAsp. In contrast, the present model giv&s(V,)

=5.80 eV. The results are tabulated in Table VII. We noteF!G. 11. lllustration of the shrinkage of the nearest C—M bond pointing to a
that the Schottky pair formation energypdependent of pure carbon vacancy.

element reference stajesis 1.16+8.89-1.72=8.33 eV

from vAsP, but is only 1.5%5.80—-2.47=4.84 eV from the vacancy shrinks by 3.9% and 2.4%\msp and the present

present model. model, respectively.
In contrast to the case of the carbon vacancy, the agree-

ment in forces near an unrelgxed Zr vacancy turns out to bg_ (001) surface relaxation
not so bad. For the nearest six C atoms, the outward expan-
sion force is 1.04 eV/A fronvasp, and 0.74 eV/A from the There had been controversy concerning the direction of
present model. For the 12 second nearest Zr atoms, the ithe rumpled relaxation of Ti@01) surfacet">? Recently it
ward contraction force is (0.40,0.40,0) eV/A fromsp, and  has become clear that the carbon atoms relax outward while
(0.43,0.43,0) eV/A from the present model. Forces on othethe metal atoms relax inward>* Both the tight-binding
atoms are negligibly small. Energy decrease during the remodel and our potential give the opposite relaxation direc-
Iaxation:E‘fmre'a’tVZ,) —E¢(Vy), is 0.38 eV invasp and 0.23 tions, with our magnitude being smaller. The results are tabu-
eV in the present model. lated in Table IX. As the present potential has only ten pa-
Sariant® measured the diffusion constant ¥fi in TiC rameters in which 6 can be varied, it is difficult to capture
to be 4.36<10* exp(~176400-3600/RT) cmi/s, which such a subtle effect which has to do with the electric fields
converts to an activation energy ©f=7.642+0.156 eV. Un-  near the surfac¥.
like carbon vacancy, since there are no pre-existent metal We have also computed the Zi@1) surface energy to
vacancies in the system, the activation energy of metal atorde 0.1012 eV/A, for which no results are available from the
diffusion should be the sum of formation and migration en-literature for comparison. Maerlet al>> measured the room
ergies. However, as the metal atqwacancy has a larger temperature fracture toughness of single crystaj ji@long
size, it is conceivable that it has a more complex migratior{001) plane to be 1.5 MPaH?, which converts to a critical
path, perhaps through C vacancy in a two-atom ring mechastrain energy release rate of 4.5 aerssuming the Griffith
nism. law®® G,c=2vy one can convert to a surface energy of
0.1404 eV/R for TiC(002). This is about 1/3 of the Si001)
surface energy, therefore ZrC/TiC should be more brittle than
D. Bond shrinkage near vacancies SiC.

Aside from the formation and migration energies, it is
helpful to look at the local geometry near a carbon vacahcy,
as Moisy—Mauriceet al. have measured the relevant quanti-
ties in TiG, 76 Using elastic diffuse neutron scatteritigrig- We have numerically computed the mode-specific
ure 11 illustrates the atomic arrangements near a carbon v&rineisen parametétat 0 K:
cancy. We will focus on the shrinkage of the nearest C—M dlog
bond pointing to the vacancy with relaxation direction indi- V= —( ")1
cated by the arrow. The results are shown in Table VIII. dlogQ

There appears to be significant discrepancy between
the experimental result andasp result. At this point we  TABLE ViIl. Shrinkage of the nearest C—Zr/Ti bond pointing to a carbon
would not conjecture which is more accurate. We note thatacancy.
the present model gives a shrinkage value that is quite close
to thF:a experimentalgresult but is on?y 35% of thresp r?asult, Shrinkege  TB(TIC)® Expt (TIC)®  wasp (2rC) _ PresentZrC)
which seems to correlate with the calculated outward () 01 0.03 0.081 0.028
expansion force ratio of 0.61/1.687% near the unrelaxed (%) 4.6 1.4 3.4 12
carbon vacancy. We have also performed similar calculatioBsee ret. 12.
for Zr vacancy, and find the C—M bond pointing to the Zr "See Ref. 51.

F. Grlineisen parameter and thermal expansion
coefficient

(18
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TABLE IX. Rumpled relaxation of ZrC/Ti@01) surface.

7
FPLMTO (TiC)2 Exp't (TIC)® TB (TiC)° Presen{ZrC) _ _ ; _
7—74 (A) 0.05 0.076 007 00314 Gh e .................. ................... .................... .................. _
°See Ref. 52. Sl e e e e _
PSee Ref. 53.
‘See Ref. 11.
4 .............................................................................................. -
s : : : :
wherew, is the frequency of a specific phonon mddand 3bofon SR SRR S e _
Q) is the atomic volumey, is then averaged with the mode-
specific heat capacity, (k):*° ) S |
ﬁzwﬁ gl /kgT : :
c.(k)= . 19 1 PPN 4
U( ) kBTZ (ehwk/kBT_l)Z' ( ) :
to give the overall Grneisen parametey(T), plotted in Fig. 0 00 20 0 00 1000
12. The high-temperature limit agrees well with a published T [K]

value of 1.33 for TiC using the all-electron full-potential lin-
earized augmented plane-wave methbd.

The total G(T) is obtained by summing Eq19). The
thermal expansion coefficient can then be obtained from

1 dlogQ Cy(My(T) Tp, is determined to be 747 K, which is comparable with
a(M=3—7 = 73BM (200 various experimental determinations 649 K).! In our mo-
p=0 lecular dynamic§MD) simulations, we will use this Debye
As shown in Fig. 13, it is in excellent agreement with thefunction and the integral of correspondent zero-point ener-

FIG. 13. Thermal expansion coefficient derived from the overall 0 Knru
eisen parameter.

experimentally measured 6<7.0 /K at high T. gies in a quantum to classical temperature rescaling
Cp(T) can be calculated 2% proceduré® to ensure the correct limiting behavior at law
Cp(T)=Cy(T)+9a(T)?B(T) TQ. (21)

Cy(T), Cp(T), and the experimentally measureg(T) for ~ G. Vibrational amplitudes and melting
ZrC, o4k are shown in Fig. 14. The agreement is satisfactory
up to 1500 K, at which point the measured(CT) starts to

deviate significantly from the harmonic phonon
predictions®® We think that reflects significant microstruc-
tural changes inside Zgg related to the enhanced mobility

The vibrational amplitudes of Zr and C atoms in B1—
ZrC are calculated separately using phonon theory. They are
shown in Fig. 15 along with x-ray diffraction
measurement®. According to the Lindemann/Gilvarry
rule’! a crystal melts when the atomic vibrational ampli-

of carbon vacancies. . _ . tudes reach a certain empirical fraction of the nearest neigh-
If one uses the Debye functidAppendix as an analyti- 1), gistance. Figure 15 suggests a melting point around
cal approximation for G(T), and match their values at 300 3540 k.

K, the only parameter in the model, the Debye temperature

w
¥

H o
i o®
°
1.38 30k g0 ]
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25
—
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§1'32 320- .............................................................................................. -
A S
=
£ 13 515
g b=
£ 10 g
ol =9
2] LOF e B i
1.26 N Phdnon CV
124 . S-A ,,,,,,,,,,,,, AAAAAAAAAAAAAAAA . ,,,,,,,,,,,,,,,, ‘ — P]'lOl'lOnCP
: | e ZrC, j exp’t
1.22 0 . v y v T
0 00 0 500 1000 1500 2000 2500 3000
T[K] T[K]

FIG. 12. Gruneisen parameter of ZrC as a functionTofisingT=0 phonon FIG. 14. Calculated heat capacities of ZrC using phonon frequencies at 0 K.
frequencies. The circles are experimentally measureg f6r ZrCg o5 (see Ref. 1
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FIG. 15. Vibrational amplitudes of Zr and C atoms in B1-Zdash line is

the average/0.5((]Ar %) +(JArd?), and Lindemann’s law’s prediction of

the melting point. One X-ray measurement of carbon atom’s vibrational
amplitude at room temperature is shown in triangle, and five so-called
average-amplitude experimental points at other temperatures are shown in
circles(see Ref. 58

This prediction has been checked independently. We cre-
ate a 1000-atom ZrC cubic crystallite cluster that has six free
surfaces, and slowly raise its temperature in a MD simula-
tion. At elevated temperatures one expects to see some dis-
ordering on the surfaces, but we do not consider the crystal-
lite to have started melting as long as it maintains its overall
cubic shape. Of particular interest are the eight vertices of
the cube; when they all start to collapse, it is a sign that
surface tension has taken control and melting has begun.

In the simulation we find that the cubic configuration is
stable up to 3400 KFig. 16a)], but takes on a droplet shape
whenT is increased to 3650 KFig. 16b)]. Therefore, the
melting point should be around 3500 K, which may be com-

pared with the experimental value of 3700'K. FIG. 16. (a) Cluster configuration at 3400 Kb) Cluster configuration at
3650 K.

H. Thermal expansion simulation

A direct MD heating simulation is performed wheFas
slowly raised from 300 to 2500 K. The temperature rescaling
schemé® using the Debye model is implementéske Ap- 0.016f—— - - '
pendix. Figure 17 shows the agreement between our results e ﬁ%t s
and the experimentally measured thermal stréins. il

0012' %
VI. APPLICATIONS AND CONCLUDING REMARKS

(T=300K)-1

0.01}

Since our purpose of developing the potential model wass J
to initiate the atomistic modeling of thermomechanical be- $0.008 y
havior of ZrG, we briefly discuss two such applications. £ K
Using the present model, we have determined the lattice ther?® e
mal conductivity of ZrG through the Green—Kubo formal- 50.004- /
ism in linear response theory, with heat current correlationé’ P
obtained directly by molecular dynamics simulatf3®The 0.002} 2
results show that the lattice vibrational component at realistic . . ‘ .
carbon vacancy concentrations is only a small part of the % 500 1000 1500 2000 2500
total conductivity, thus providing quantitative evidence that TIK]
the primary mechanism for thermal conduction is electroniG: g, 17. Thermal strain measured in experimesge Ref. 58and from a

in nature. Previously we have been successful in predictingirect MD simulation.
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the thermal conductivity of SiC using a bond-order modelTherefore, if we require the classical system to have equal
which treats the interactions as purely covafefihis gives  energy as the quantum systéfye would demand
us confidence that the simulation results can be predictive, 4 o1
D
Td
f 0 Y ey—1

which in turn allows us to address an important question | _ 1 (
. . . . . MD D
concerning the relative magnitudes of the vibrational and

g\/henT—>0, Tup— (3/8)Tp, a nonzero value. But wheh
— 0, TMD:T+O(1/T)

electronic contributions to the thermal conductivity of £rC
Using the present potential model, we have also studie
the deformational response O.f 2rC 1o i"gse"tema' stress in To obtaind Ty, /dT which is useful for thermal conduc-
single crystal and nanocrystalline forff&*®>From molecu- . . Ve
. X . . tivity calculations; we use
lar dynamics simulation of the extension of a nanocrack un-
der uniaxial tension we obtained a fracture toughness value dT,,, T\3(Tp 3y‘eY T
B T_) T o2 Pl
D D

T

To

L,
2

) 3y3. (A3)

of 1.1 MPa ¥’ using the Griffith criterion for brittle cracks, a7 (A4)

+

comparable to an experimental value of 1.5 MP&tor Ti 0 (€-1)?

Co.06->° In the study of yielding of a nanocrystalline sample where D(x) is the Debye function® D(x)~ (47*/5)x® as

to an applied shear, we observed increasing shear strength-0, andD(x)—1 asx—c°. In reality, the phonon DOS is
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