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1 Introduction

The use of tight-binding formalism to parametrize electronic structures of crystals and mole-
cules has been a subject of continuous interests since the pioneer work of Slater and Koster
[1] more than a half of a century ago. Tight-binding method has attracted more and more
attention in the last 20 years due to the development of tight-binding potential models that
can provide interatomic forces for molecular dynamics simulations of materials [2–7]. The
simplicity of the tight-binding description of electronic structures makes the method very
economical for large-scale electronic calculations and atomistic simulations [5,9]. However,
studies of complex systems require that the tight-binding parameters be “transferable”, [4]
i.e., to be able to describe accurately the electronic structures and total energies of a mater-
ial in different bonding environments. Although tight-binding molecular dynamics has been
successfully applied to a number of interesting systems such as carbon fullerenes and carbon
nanotubes, [10,11] the transferability of tight-binding potentials is still the major obstruction
hindering the wide spread application of the method to more materials of current interest.

There are two major approximations made in a typical tight-binding representation of
effective one-electron Hamiltonian matrix or band structure based on the Slater-Koster theory
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98 C.-Z. Wang etal.

[1]. One is the use of a fixed minimal basis set, i.e., the basis orbitals for a given atom type
are not allowed to vary according to structures or bonding environments, and another is the
two-center approximation which assumes that the crystal potential can be constructed as
a sum of spherical potentials centered on atoms, and contribution from atom k’s spherical
potential on matrix element between two basis orbitals on atoms i and j can be neglected.
Experiences from the tight-binding parametrizations have indicated that the transferability
of tight-binding models are limited by both approximations [7,12–14].

Several attempts to go beyond the above two approximations have been shown to improve
the transferability of the tight-binding descriptions of electronic structures and total energies
[12–14]. For example, Mehl and Papaconstantopoulos found that by incorporating a crystal-
field like term into the tight-binding model and allowing the on-site atomic energies to
vary according to the bonds surrounding of the atoms have significant improvement on the
accuracy and transferability of the tight-binding models to describe metallic systems [12].
Wang et al. introduced an environment-dependent tight-binding model that allows the tight-
binding parameters to vary not only with the interatomic distances but also according to the
bonding environment around the interacting pair of atoms, and showed that the environment-
dependent tight-binding model describes well not only the properties of the lower-coordinated
covalent but also those of higher-coordinated metallic structures of carbon and silicon [13,14].

In this article, we will review some progress on tight-binding modeling and simulations
based on the environment-dependent tight-binding model. In particular, application of the
EDTB potentials to the studies of complex systems such as vacancy diffusion and reconstruc-
tion in grapheme, dislocation climb and junction formation in carbon nanotubes, addimer
diffusion on Si surfaces as well as grain boundary and dislocation core structures of in silicon
will be discussed in more details.

2 Environment-dependent tight-binding potential model

2.1 General formalism of tight-binding potential model

The expression for the binding energy (or potential energy) of a system in a tight-binding
molecular dynamics simulation is given by

Ebinding = Ebs + Erep − E0 (1)

The first term on the right hand side of Eq. (1) is the band structure energy which is equal
to the sum of the one-electron eigenvalues εi of the occupied states given by a tight-binding
Hamiltonian HT B which will be specified later,

Ebs =
∑

i

fiεi (2)

where fi is the electron occupation (Fermi-Dirac) function and
∑

i fi = Nelectron.
The second term on the right hand side of Eq. (1) is a repulsive energy and can be expressed

as a functional of sum of short-ranged pairwise interactions,

Erep =
∑

i

f

⎛

⎝
∑

j

φ
(
ri j

)
⎞

⎠ (3)
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Atomistic simulation studies of complex carbon and silicon systems 99

where φi j is a pairwise repulsive potential between atoms i and j , and f is a function which
for example can be a 4th order polynomial [15] with argument x = ∑

j φ
(
ri j

)
,

f (x) =
4∑

n=0

cn xn (4)

If f (x) = x/2, the repulsive energy is just a simple sum of pairwise potential φ
(
ri j

)
. In

our environment-dependent tight-binding (EDTB) potential model that will be discuss in the
following, we adopt the expression of Eq. (4) for the repulsive energy Erep .

The term E0 in Eq.(1) is a constant which represents the sum of the energies of the
individual atoms. In our model, E0 is absorbed into Ebs and Erep respectively so that E0 is
set to be zero.

The tight-binding Hamiltonians HT B for the electronic structure calculation is expressed
as

HTB =
∑

i

∑

α=s,p

eiαa+
iαaiα+

∑

i, j

∑

α,β=s,p

hiα, jβa+
iαa jβ (5)

where eiα is the on-site energy of the α orbital on site i , a+
iα and aiα are the creation and

annihilation operators, respectively. hiα, jβ is the hopping integral between α and β orbitals
located at sites i and j , respectively. For a system described by only s and p orbitals, there
are four types of hopping integrals hssσ , hspσ , h ppσ , and h ppπ . In general, the Hamiltonian
matrix elements between the orbitals on sites i and j should be dependent on the vector
Rj − Ri. as well as the atomic configuration around these sites. However, under the two-
center approximation made by Slater and Koster [1], the integrals are dependent only on
the separation distance of the two atoms and can be parameterized by fitting to ab initio
band structures. Once the hopping integrals are obtained, the TB Hamiltonian matrix can be
constructed by linear combination of the hopping integrals using the direction cosines of the
vector

(
Rj − Ri

)
[1]

2.2 EDTB potential model formalism

In our EDTB potential model for carbon and silicon [13,14], the minimal basis set of sp3

orbitals is taken to be orthogonal. The tight-binding Hamiltonian HT B takes the form as in
the Slater-Koster theory discussed above, but the effects of orthogonalization, three-center
interactions and the variation of the local basis set with environment are taken into account
empirically by renormalizing the interaction strength between atom pairs according to the
surrounding atomic configurations. The TB hopping parameters and the repulsive interaction
between atoms i and j depend on the environments of atoms i and j through two scaling
functions. The first one is a screening function that is designed to weaken the interactions
between two atoms when there are intervening atoms between them. Another is a bond-
length scaling function which scales the interatomic distance (hence the interaction strength)
between the two atoms according to their effective coordination numbers. Longer effective
bond lengths are assumed for higher coordinated atoms.

Specifically, the hopping parameters and the pairwise repulsive potential as the function
of atomic configurations are expressed as

h
(
ri j

) = α1 R−α2
i j exp

(
−α3 Rα4

i j

) (
1 − Si j

)
(6)
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In Eq. (6), h
(
ri j

)
denotes the possible types of interatomic hopping parameters

hssσ , hspσ , h ppσ , h ppπ and pairwise repulsive potential φ
(
ri j

)
between atoms i and j . ri j

is the real distance and Ri j is a scaled distance between atoms i and j . Si j is a screening
function. The parameters α1, α2, α3, α4, and parameters for the bond-length scaling function
Ri j and the screening function Si j can be different for different hopping parameters and the
pairwise repulsive potential. Note that expression Eq. (6) reduces to the traditional two-center
form if we set Ri j = ri j and Si j = 0.

The screening function Si j is expressed as a hyperbolic tangent (tanh) function (i.e.,
Si j = tanh

(
ξi j

)

Si j = exp
(
ξi j

) − exp
(−ξi j

)

exp
(
ξi j

) + exp
(−ξi j

) (7)

with argument ξi j given by

ξi j = β1

∑

l

exp

[
−β2

(
ril + r jl

ri j

)β3
]

(8)

where β1, β2, and β3 are adjustable parameters. Maximum screening effect occurs when
atom l is situated close to the line connecting atoms i and j (i.e., ril +r jl is a minimum). This
approach allows us to distinguish between first and further neighbor interactions without
explicit specification. This is well-suited for molecular dynamics simulations where it is
difficult to define exactly which atoms are first-nearest neighbors and which are second-
nearest neighbors.

The bond-length scaling function Ri j scales the interatomic distance between two atoms
according to their effective coordination numbers. Longer effective bond lengths are assumed
for higher coordinated atom pairs therefore interaction strength in larger-coordinated struc-
tures is reduced. The scaling between the real and effective interatomic distance is given
by

Ri j = ri j
(
1 + δ1	 + δ2	

2 + δ3	
3) (9)

where 	 = 1
2

(
ni −n0

n0
+ n j −n0

n0

)
is the fractional coordination number relative to the

coordination number (n0) of the diamond structure, averaged between atoms i and j . The
coordination number can be modeled by a smooth function,

ni =
∑

j

(
1 − Si j

)
(10)

with a proper choice of parameters for Si j which has the form of the screening function
described above (Eq. (7)). The parameters for the coordination number calculations in carbon
and silicon will be given in next subsections, respectively.

Besides the hopping parameters, the diagonal matrix elements are also dependent on the
bonding environments. The expression for the diagonal matrix elements is

eλ,i = eλ,0 +
∑

j

	eλ

(
ri j

)
(11)

where 	eλ

(
ri j

)
takes the same expression as Eq. (6), λ denotes the two types of orbitals

(s or p). es,0 and ep,0 are the on site energies of a free atom.
Finally, the repulsive energy term is expressed in a functional of the sum of pairwise

interactions as defined in Eq. (4) in the previous section.
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To ensure that all interactions go to zero smoothly at the given cutoff distance rcut, all the
distance dependent parameters in the model are multiplied by an attenuation function of the
form of cos2 θ with

θ = π

2

r − rmatch

rcut − rmatch
(12)

when the distance is rmatch < r < rcut. This attenuation function can guarantee that the
distance dependent parameters and their first derivatives are continuous at rmatch and go to
zero at rcut.

3 EDTB potential for carbon and its applicationa

3.1 EDTB potential for carbon

Carbon is a strong covalently bonded material best described by the tight-binding scheme.
In 1996, Tang, Wang, Chan, and Ho developed an environment-dependent tight-binding
potential for carbon following the formalism described in the previous subsection [13]. The
parameters of this potential are given in Tables 1 and 2. In addition to the parameters listed in
the tables, the parameters for calculating the coordination number of carbon using Eq. (10) are
β1 = 2.0, β2 = 0.0478, β3 = 7.16. The cutoff distance for the interaction is rcut = 3.4Å and
rmatch = 3.1Å (see Eq. (12). As shown in Fig. 1, the environment-dependent tight-binding
potential model for carbon describes very well the binding energies not only for the covalent
(diamond, graphite, and linear chain) structures, but also for the higher-coordinated metallic
(bcc, fcc, and simple cubic) structures, as compared to the two-center tight-binding model
developed by us earlier [15]. The EDTB potential is also more accurate for elastic constants
and phonon frequencies of diamond and graphite structures as compare to the two-center
tight-binding model (Tables 3, 4).

Table 1 The parameters of the EDTB model for carbon

α1 α2 α3 α4 β1 β2 β3 δ

hssσ −8.9491 0.8910 0.1580 2.7008 2.0200 0.2274 4.7940 0.0310

hspσ 8.3183 0.6170 0.1654 2.4692 1.0300 0.2274 4.7940 0.0310

h ppσ 11.7955 0.7620 0.1624 2.3509 1.0400 0.2274 4.7940 0.0310

h ppπ −5.4860 1.2785 0.1383 3.4490 0.2000 8.500 4.3800 0.0310

φ 30.0000 3.4905 0.00423 6.1270 1.5035 0.205325 4.1625 0.002168

	es ,	ep 0.1995275 0.029681 0.19667 2.2423 0.055034 0.10143 3.09355 0.272375

The TB hopping integrals are in the unit of eV and the interatomic distances are in the unit of Å. φ is
dimensionless

Table 2 The coefficients (in unit of eV) of the polynomial function f (x) for the EDTB potential for carbon

c0 c1 c2 c3 c4

12.201499972 0.583770664 0.336418901 × 10−3 −0.5334093735 × 10−4 0.7650717197 × 10−6
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102 C.-Z. Wang etal.

Fig. 1 Cohesive energies as a function of nearest neighbor distance for carbon in different crystalline structures
calculated using the environment-dependent TB model are compared with the results from the first-principles
DFT-GGA calculations. The solid curves are the TB results and the dashed curves are the GGA results (From
Ref. [13])

Table 3 Elastic constants,
phonon frequencies and
Grünneisen parameters of
diamond calculated from the
XWCH-TB model [15] and the
environment-dependent TB
(EDTB) model [13] are compared
with experimental results [16]

Elastic constants are in units of
1012dyn/cm2 and the phonon
frequencies are in terahertz

XWCH EDTB Experiment

a(Å) 3.555 3.585 3.567

B 4.56 4.19 4.42

c11–c12 6.22 9.25 9.51

c44 4.75 5.55 5.76

vLT O (�) 37.80 41.61 39.90

vT A(X) 22.42 25.73 24.20

vT O (X) 33.75 32.60 32.0

vL A(X) 34.75 36.16 35.5

γLT O (�) 1.03 0.93 0.96

γT A(X) −0.16 0.30

γT O (X) 1.10 1.50

γL A(X) 0.62 0.98

Table 4 Elastic constants, phonon frequencies and Grüneisen parameters of graphite calculated from the
XWCH-TB model [15] and the environment-dependent TB (EDTB) model [13] are compared with experi-
mental results [17,18]

XWCH EDTB Experiment

c11–c12 8.40 8.94 8.80

E2g2 49.92 48.99 47.46

A2u 29.19 26.07 26.04

γ
(
E2g2

)
2.00 1.73 1.63

γ (A2u) 0.10 0.05

Elastic constants are in units of 1012dyn/cm2 and the phonon frequencies are in terahertz
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Atomistic simulation studies of complex carbon and silicon systems 103

Fig. 2 Radial distribution functions G(r) of the tetrahedral amorphous carbon structure generated by tight-
binding molecular dynamics using the environment-dependent TB potential (solid curve) are compared with
the neutron scattering data of Ref. [22] (dotted curve). The theoretical result has been convoluted with the ex-
perimental resolution corresponding to the termination of the Fourier transform at the experimental maximum
scattering vector Qmax = 16 Å−1. (From Ref. [25])

Another example that demonstrates the better transferability of the EDTB model over
the two-center model for complex simulations is the study of diamond-like amorphous car-
bon. Diamond-like (or tetrahedral) amorphous carbon consists of mostly sp3 bonded carbon
atom produced under highly compressive stress which promotes the formation of sp3 bonds,
in contrast to the formation of sp2 graphite-like bonds under normal conditions [19–22].
Although the two-center XWCH carbon potential can produce the essential topology for
the diamond-like amorphous carbon network [23], the comparison with experiment is not
quite satisfactory as one can see from Fig. 2. There are also some discrepancies in ring
statistics between the two-center potential generated and ab initio molecular dynamics gen-
erated diamond-like amorphous carbon model [24]. Specifically, a small fraction of 3 and
4-membered rings observed in the ab initio model is absent from the results of the two-center
tight-binding model. These subtle deficiencies are corrected when the EDTB potential is
used to generate diamond-like amorphous carbon [25,26]. The radial distribution function
of the diamond-like a-c obtained from the EDTB potential is in much better agreement with
experiment as one can see from Fig. 2.

3.2 TBMD simulation of vacancy diffusion and reconstruction in grapheme

Recently, the EDTB carbon potential by Tang et al. [13] has been further improved by Lee et al.
by incorporating an angle dependence factor into the repulsive energy to describe correctly
the diffusion of an adatom and a vacancy in carbon nanotubes and graphene [27–30]. The
modified EDTB carbon potential has described successfully the reconstruction of vacancy
defects in a graphene and carbon nanotubes [27–30].

Vacancy defects in graphene layers, which are usually generated by ion or electron irradi-
ations of graphite or carbon nanotubes, have been an interesting subject of many studies, yet
the dynamics and reconstruction of the defects in graphene layer are still not well understood
[31–35]. Figure 3 illustrates the snapshots of the atomic processes of diffusion, coalescence,
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104 C.-Z. Wang etal.

Fig. 3 Atomic processes from the TBMD simulations for vacancy diffusion in a graphene layer. (a) 0 K (at
time t = 0 ps), (b) ∼3000 K (t = 2.7 ps), (c) ∼3000 K (t = 3.0 ps), (d) ∼2900 K (t = 3.3 ps), (e) ∼3000 K
(t = 5.0 ps), (f) ∼3100 K (t = 6.0 ps), (g) ∼3100 K (t = 6.5 ps), and (h) ∼3800 K (t = 125 ps). White arrows
indicate the direction for the carbon atom to jump in the next step. The atoms involved in the diffusion process
are labeled with the numbers. (From Ref. [27])

and reconstruction of vacancy defects in graphene layers during the simulation using mole-
cular dynamics with the improved EDTB carbon potential. The TBMD simulations in Fig. 3
shows that two single vacancies diffuse and coalesce into a 5-8-5 double vacancy at the tem-
perature of 3000 K, and it is further reconstructed into a new defect structure, the 555–777
defect, by the Stone-Wales type transformation at higher temperatures. The stability of the
defect structures observed in the TBMD simulations is further examined by first-principles
calculations which show that the graphene layer containing the 555–777 defect, as shown
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Atomistic simulation studies of complex carbon and silicon systems 105

Fig. 4 Atomic processes from the TBMD simulations of four vacancy defects in a graphene layer. (a) 0 K (at
time t = 0 ps); (b) ∼3000 K (t = 5.5 ps); (c) ∼3000 K (t = 52.6 ps); (d) ∼3900 K (t = 86.8 ps); (e) ∼3700 K
(t = 274.4 ps); (f) ∼3700 K (t = 281.6 ps)

in Fig. 3h, is most stable and its formation energy is lower than that of the 5-8-5 defect by
0.91 eV. The formation energy of the two separated single vacancies (Fig. 3a) is much higher
than that of the 555–777 defect by 8.85 eV.

The simulations are also performed for four single vacancies in a graphene sheet. As
shown in Fig. 4 the four single vacancies in the graphene layer first coalesce into two double
vacancies, each consists of a pentagon-heptagon-pentagon (5-8-5) defective structure. While
one of the 5-8-5 defects further reconstructs into a 555–777 defect, which is composed of
three pentagonal rings and three heptagonal rings, the another 5-8-5 defect diffuses toward to
the reconstructed 555–777 defect. During the 5-8-5 defect diffusion process, three interest-
ing mechanisms, i.e., “dimer diffusion”, “chain diffusion”, and “single atom diffusion”, are
observed. Finally, the four single vacancies reconstruct into two adjacent 555–777 defects,
forming a local haeckelite structure proposed by Terrones et al. [36].
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106 C.-Z. Wang etal.

3.3 TBMD simulation of junction formation in carbon nanotubes

The improved EDTB carbon potential has also been applied in tight-binding molecular dy-
namics simulation to study the junction formation through self-healing of vacancies, in single-
walled carbon nanotubes (SWCNT) [29,30]. Figure 5 shows the atomic details of vacancy
reconstruction in a (16,0) SWCNT with a six-vacancy hole by the TBMD simulation [29,30].
The TBMD simulation is performed starting from a relaxed six-vacancy hole geometry as
shown in Fig. 5a. In the early stage of the simulation, the SWCNT is heated up to high
temperature through a constant-temperature molecular dynamics simulation. It was found
that rearrangement of carbon atoms around the vacancy hole starts to occur near 4500 K at
the simulation time of 18 ps through the rotation of carbon dimers, i.e., Stone-Wales trans-
formation. After 19 ps of the simulation time, three hexagons at the lower left corner of the
vacancy hole (those containing the atoms 1-4 in Fig. 5b) are recombined into a pentagon-
octagon-pentagon defect by successive Stone-Wales transformations of the dimers 1-2 and
3-4 as shown in Fig. 5b. After the simulation time of 20 ps, another two hexagons (containing
the atoms 5-7) on the other side of the vacancy hole are also reconstructed into one pentagon
and one heptagon by the Stone-Wales transformation of the dimer 5-6. In order to prevent
the evaporation of carbon atoms, the system is then cooled down to 3,000 K for 4 ps and
the vacancy hole is healed during this simulation period as shown in Fig. 5c. The structure
immediately after the healing process consists of four pentagons and four heptagons with a
two-fold rotation symmetry. The pentagon a and b and the heptagon c and d are related to the
pentagon e and f and the heptagon g and h, respectively through the 2-fold axis which goes
through the center of the carbon bond between atom 2 and 6. After the simulation time of
24 ps, the system is heated up again to 4,500 K for 7 ps and another structural reconstruction
among the defects is observed. As shown in Fig. 5c and d, as the result of a Stone-Wales
transformation of the dimer 1-3, the two heptagons (c and d in Fig. 5c) and one pentagon (b
in Fig. 5c) on the left side of the 2-fold symmetry axis are transformed into three hexagons
while one hexagonal ring containing the carbon atom 3 is transformed into a heptagonal ring.
Finally a pentagon-heptagon pair defect, which has been observed in the experiment after
the irradiation [37], is emerged through the reconstruction process. Since the dimer 5-7 is
equivalent to the dimer 1-3 due to the 2-fold symmetry at the stage of Fig. 5c, the dimer 5-7 is
expected to undergo a similar Stone-Wales transformation. Indeed, after 41 ps of simulation
time, the Stone-Wales transformation happens to the carbon dimer 5-7. Consequently another
pentagon-heptagon pair defect is formed at the right side of the 2-fold axis in the same way
as the formation of the previous pentagon-heptagon pair on the left side of the 2-fold axis.
The structure with two pentagon-heptagon pairs in Fig. 5e is very stable energetically and
can sustain its shape without any changes for more than 20 ps in the simulation even at a
temperature ∼4,500 K. At the final stage of the simulation, the system is gradually cooled
down to 0 K in 12.5 ps and the structure with two pentagon-heptagon pair defects is found to
maintain without any additional reconstruction as shown in Fig. 5f.

Because each pentagon-heptagon is a topological dislocation defect of the grapheme
sheet, Fig. 5 in fact shows an elementary dislocation climb process. Unlike dislocation glide
[38,39] which conserves the number of atoms while relaxing stress, dislocation climb is
a non-conservative process that requires removal or addition of atoms by radiation knock-
out, vacancy diffusion, evaporation, etc. Fig. 5 is akin to the collapse of a vacancy disk
and the formation of Frank edge dislocation loop in metals [40]. We expect that once the
edge dislocation dipole (two pentagon-heptagon of opposite polarity) is formed, as shown in
Fig. 5, further mass removal and chirality change can occur in a steady fashion by a pentagon-
heptagon defect moving up the tube axial direction. Dislocation climb is also stress-coupled,
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Atomistic simulation studies of complex carbon and silicon systems 107

Fig. 5 Atomic processes from the TBMD simulations of a (16, 0) SWCNT with six vacancies. (a) 0 K (at time
t=0 ps); (b) ∼4,500 K (t ≈ 20.2 ps); (c) ∼3,100 K (t ≈ 23.2 ps); (d) ∼4,400 K (t ≈ 32.3 ps); (e) ∼4,700 K
(t ≈ 41.5 ps); (f) ∼90 K (t ≈ 53.9 ps). The carbon atoms on the rear side of the tube are concealed in figures in
order to see the reconstruction of vacancies more clearly. Dotted circles in (A) indicate the positions of the six
carbon vacancies in the perfect (16, 0) SWCNT. Yellow colors indicate carbon atoms and bonds in hexagonal
rings. Blue colors indicate carbon atoms and bonds in non-hexagonal rings. See the text for small letters in
(C) and numbers. (From Ref. [29])

which means tensile force on the nanotube can aid/impede climbing motion of the pentagon-
heptagon and mass removal/addition, which may shift the semiconductor-metal junctions at
high temperatures.

Figure 6 shows the front view of the initial and final structure from the TBMD simu-
lation. The vacancy hole in the initial structure is healed up in the final structure and the
radius of the tube in the middle section is reduced. The diameter and chirality in the center
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108 C.-Z. Wang etal.

Fig. 6 Front views of initial and
final structure from TBMD
simulation for (16, 0) SWCNT
with six vacancies. The initial
structure corresponds to Fig. 5a.
The final structure corresponds to
Fig. 1f. (From Ref. [29])

part of the final structure is found to be (15, 0), which is one of the metallic SWCNTs. In
order to understand the effects of the vacancy cluster size on the formation of junctions, they
have also performed the TBMD simulation to study the junction formation dynamics of a
(16, 0) SWCNT containing a hole of ten vacancies. The formation of two pentagon-heptagon
pair defects is also observed, with the mechanism similar to that in the simulation of the
(16, 0) SWCNT with six vacancies discussed earlier in this subsection. The most interesting
difference between the simulation results of the ten and six vacancies is that the length of the
(15, 0) tube section is longer with ten vacancies. These simulation results demonstrate that
intramolecular semiconductor-metal junctions of SWCNTs can be produced by irradiation
followed by a proper annealing which allow various vacancy defects generated by the irradi-
ation to reconstruct into the pentagon-heptagon pairs at the junction. These simulations also
suggest a mechanism for synthesis of carbon nanotube semiconductor-metal intramolecular
junctions with specific locations and controlled sizes and show the possibility of application
to nanoelectronic devices.

4 EDTB potential for silicon and its applications

4.1 EDTB potential for silicon

Although the diamond structure of Si also exhibits covalent sp3 bonding configurations, the
higher coordinated metastable structures of Si are metallic and with energies close to that of
the diamond structure. Therefore, Si can be metallic under high pressures or at high temper-
atures. For example, the coordination of the liquid phase of Si is close to the coordination of
the metallic structures (i.e., 6.5). These properties of Si pose a challenge for accurate tight-
binding modeling of Si: it is difficult to describe the low-coordinated covalent structures and
high-coordinated metallic structures with good accuracy using one set of tight-binding para-
meters. With the environment-dependent tight-binding formalism, Wang, Pan, and Ho show
that this difficulty can be overcome [14]. The EDTB Si potential developed by them gives
excellent fit to the energy vs interatomic distance of various silicon crystalline structures
with different coordination as shown in Fig. 7. The EDTB Si potential also describes well
the structure and energies of Si surfaces in addition to other bulk properties such as elastic
constants and phonon frequencies [14]. These results can be seen from Tables 5 and 6. The pa-
rameters of the EDTB Si potential are listed in Tables 7 and 8. The parameters for calculating
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Atomistic simulation studies of complex carbon and silicon systems 109

Fig. 7 cohesive energies as a function of nearest neighbor distance for silicon in different crystalline structures
calculated using the environment-dependent TB model are compared with the results from the first-principles
DFT-LDA calculations. The solid curves are the TB results and the dashed curves are the LDA results. (From
Ref. [14])

the coordination number of Si using the Eq. (10) are β1 = 2.0, β2 = 0.02895, β3 = 7.96284.
The cutoff distances for the interaction are rcut = 5.2 Å and rmatch = 4.8 Å (see Eq. (12)).

A useful benchmark for Si interatomic potentials is a series of model structures for the
� = 13{510} symmetric tilt boundary structures in Si [41]. Eight different structures as
indicated in the horizontal axis of Fig. 8 have been selected for the calculations. These
structures were not included in the database for fitting the parameters. The structures are
relaxed by steepest-decent method until the forces on each atom were less than 0.01 eV/Å.
The energies obtained from the calculations using the EDTB Si potential are compared with
the results from ab initio calculations, and from two-center Si tight-binding potentials [42],
and classical potential calculations [43,44] as shown in Fig. 8. The energy differences for
different structures predicted by the EDTB calculations agree very well with those from the
ab initio calculations. The energies from the two-center tight-binding potentials and classical
potentials do not give the correct results in comparison with the results from ab initio and
environment tight-binding potential calculations even though the atoms in the structures are
all four-fold coordinated.

4.2 TBMD simulation studies of addimer diffusion on Si(100) surface

The EDTB silicon potential has been used to investigate the diffusion pathways and energy
barriers for Si addimer diffusion along the trough and from the trough to the top of dimer row
on Si(100) surface [45,46]. Diffusion of Si addimers on the Si(100) surface have attracted
numerous experimental and theoretical investigations [47–52] because it plays an essential
role in the homoepitaxial growth of silicon films.

Clean Si(100) surfaces exhibit a c(4×2) reconstruction in which the surface Si atoms form
a row of alternating buckled dimers along the [010] direction [53,54]. There are four principal
addimer configurations [47,51] on the Si(100) as shown in Fig. 9. An addimer can sit on top
of a dimer row (A and B) or in the trough between two rows (C and D), with its axis oriented
either parallel (A and D) or perpendicular (B and C) to the dimer-row direction. All four
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Table 6 The coefficients of the polynomial function f (x) for the EDTB potential of Si

c0 (eV ) c1 c2

(
eV −1

)
c3

(
eV −2

)
c4

(
eV −3

)

x ≥ 0.7 −0.739 × 10−6 0.96411 0.68061 −0.20893 0.02183

x < 0.7 −1.8664 6.3841 −3.3888 0.0 0.0

Table 7 Elastic constants and phonon frequencies of silicon in the diamond structure calculated from the two-
center TB model [42] and the environment-dependent TB (EDTB) model [14] are compared with experimental
results [16]

Two-center TB EDTB Experiment

a(Å) 5.450 5.430

B 0.876 0.90 0.978

c11–c12 0.939 0.993 1.012

c44 0.890 0.716 0.796

vLT O (�) 21.50 16.20 15.53

vT A(X) 5.59 5.00 4.49

vT O (X) 20.04 12.80 13.90

vL A(X) 14.08 11.50 12.32

Elastic constants are in units of 1012dyn/cm2 and the phonon frequencies are in terahertz

Table 8 Surface energies of the
silicon (100) and (111) surfaces
from the EDTB Si potential [14]

	E is the energy relative to that
of the (1 × 1)-ideal surface. The
energies are in the unit of
eV/(1 × 1)

Structure Surface energy 	E

Si(100)

(1 × 1)-ideal 2.292 0.0

(2 × 1) 1.153 −1.139

p(2 × 2) 1.143 −1.149

c(4 × 2) 1.148 −1.144

Si(111)

(1 × 1)-ideal 1.458 0.0

(1 × 1)-relaxed 1.435 −0.025

(1 × 1)-faulted 1.495 0.037√
3 × √

3 − t4 1.213 −0.245√
3 × √

3 − h3 1.346 −0.112

(2 × 1)-Haneman 1.188 −0.270

(2 × 1)-π -bonded chain 1.138 −0.320

(7 × 7)-DAS 1.099 −0.359

configurations have been identified in scanning tunneling microscopy (STM) experiments
[55]. Addimer configuration A is the lowest energy configuration. The relative energies of
the four addimer configurations A, B, C, and D are 0.0, 0.02, 0.28, and 1.02 eV respectively
from the tight-binding calculations as compare to 0.0, 0.03, 0.24, and 0.91 eV respectively
from first principles calculations.
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Fig. 8 Energies of the � = 13{510} symmetric tilt boundary structures in Si. Eight different structures as
indicated in the horizontal axis were selected for calculations. The energies are relative to that of the structure
M which has been identified by experiment. The energies obtained from the calculations using the EDTB Si
potential are compared with results from ab initio calculations, and from two-center Si tight-binding potentials
[42], and classical potential calculations (classical I [43] and classical II [44]). The results of EDTB, ab initio,
and classical I are taken from Ref. [41]

Experimental evidence and theoretical calculations [49,52] suggest that the diffusion of
addimers has an anisotropic property: they prefer diffusion along the top of the dimer rows.
However, using the atom tracking method [56], addimer diffusion along the troughs as well
as crossing the trough to the next dimer row at a temperature of 450 K, in addition to the
diffusion along the top of the dimer rows has also been observed [57]. The energy barrier for
addimer to diffuse along the trough and to leave the trough to the top of the dimer row are
estimated by STM experiment to be 1.21 ± 0.09 eV and 1.36 ± 0.06 eV respectively [57].

Because the unit cell used in such calculations contains a large number of atoms, a com-
prehensive search for the low energy barriers diffusion pathway is very expensive using ab
initio methods. Here we have employed tight-binding molecular dynamics calculations to
explore the possible diffusion pathways and select plausible candidate pathways for study by
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Fig. 9 Schematic drawing of the four principal dimer configurations on Si(100). Black circles represent the
Si addimers, the gray circles represent the dimer atoms of the Si(100) substrate, and the open circles represent
the subsurface atoms

more accurate ab initio calculations. The tight-binding studies reveal new pathways which
have diffusion barriers in excellent agreement with the experimentally estimated values. The
EDTB silicon tight-binding model reproduces excellently the experimental observation and
the ab initio calculation results for addimer diffusion and opens up the possibility of studying
surface dynamics on the Si(100) surface by using tight-binding molecular dynamics.

4.2.1 Diffusion between trough and the top of dimer row

Most of the previous calculations consider a straightforward pathway for addimer diffusion
from trough to the top of dimer row by a direct translational motion of perpendicular addimer
from C to B (path I). The energy as the function of addimer displacement along this pathway
obtained by the tight-binding calculations is plotted in Fig. 10a (solid line) which shows that
the energy barrier for diffusion of an addimer from C to B along this pathway is 1.72 eV,
much larger than the experimental value of 1.36 eV.

The energy barrier for the diffusion of a parallel addimer from D to A has also been
investigated. The energy as a function of addimer displacement for D to A along the straight
pathway is plotted in Fig. 10b (solid line). The diffusion barrier from D to A is only 0.88 eV,
which is much smaller than the experimental value of 1.36 eV. However, since the energy of
the D configuration is 0.74 eV higher than that of the C configuration, the total energy barrier
for diffusion from C to A via D (path II) is at least 1.62 eV which is also much higher than
the experimental value.

Using tight-binding molecular dynamics as a search engine, Lee el al. discovered an
unusual diffusion pathway for a Si addimer to diffuse between trough and the top of the
dimmer row [45]. This pathway (path III) consists of rotation of the addimer along the dif-
fusion pathway as shown in Fig. 11. The energy along this pathway is plotted in Fig. 10c
(solid line). The tight-binding calculation gives an energy barrier of 1.37 eV for addimer
diffusion from C to B, in excellent agreement with the experimental value of 1.36 eV [57].
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Fig. 10 The total energy
variations for (a) the direct
translational diffusion of a
perpendicular addimer (path I),
(b) the direct translational
diffusion of a parallel addimer
(path II), and (c) the diffusion
consisting of rotation of addimer
(path III). In each figure, solid
lines represent the calculations by
our tight-binding model and
dashed lines represent the LDA
calculations. Energies are
compared with respect to the
energy of the dimer configuration
A in Fig. 9. The abscissa is the
position of the center of the
addimer from the center-line of
the trough to the center-line of
the dimer row. Numbers over
points in figure (c) indicate the
geometries in Fig. 11

The diffusion containing rotation is more energetically favorable than the translational dif-
fusion of the perpendicular addimer (path I) because a smaller number of broken bonds is
involved along path III.

The above results from the tight-binding calculations are further confirmed by first-
principles calculations as one can see the comparison plotted in Fig. 10.
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Fig. 11 Principal geometries by LDA calculations on the diffusion pathway III. Black circles represents the
Si addimer, the gray circles represent the dimer atoms of the Si(100) substrate and the open circles represent
the subsurface atoms. Numbering of each geometry corresponds to the number over points in Fig. 10c

4.2.2 Diffusion along the trough between the dimmer rows

Diffusion of an addimer can be viewed as a combination motion of the two individual adatoms
as illustrated in top left corner of Fig. 12. The energy surface of the two silicon adatoms
diffusion along the trough between the dimer rows are calculated using the environment-
dependent silicon tight-binding potential. A contour plot of the resulting energy surface is
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shown in Fig. 12. The ζ and ξ axes of the contour indicate the displacements of each adatom
along the trough from their initial positions in geometry C, the most stable position of the
addimer in the trough.

The tight-binding calculations resolve three local minima M1, M2, and M3 on the left
hand side of the symmetry line PQ and two saddle points, one on the symmetry line PQ
(S1) and another below the line PQ (S2). The calculations also show that addimer diffusion
along the trough without dissociation or rotation (along the line C-Q-C′) has very high

Fig. 12 The tight-binding energy contour for a dimer diffusing along the trough. Energies are in eV. The
ζ and ξ axes are the displacements along the diffusion direction of the two adatoms, as illustrated in figure
above (Black circles indicate the addimer, opaque circles indicate the substrate dimer atoms, and gray circles
indicate the initial position of addimer). C is the initial position for the addimer, P indicates completely
separated adatoms on neighboring sites, C′ indicates the addimer diffused to the neighboring site from the
initial position. Line CC′ indicates the translational diffusion path without any rotation of the addimer. The
line connecting Q to P indicates that the addimer on the line connecting surface dimers separates into two
atoms on neighboring sites without any translation of the center of the addimer. The solid lines indicate the
diffusion pathways by the tight-binding calculation. Small black spots and large black spots on the lines
indicate local minima and saddle points, respectively. The dashed lines indicate the diffusion pathways by the
LDA calculation. Note that the dashed lines are not related to the energy contour in this figure and are related
to the position of adatoms
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energy barrier of about 1.7 eV. From the resulting energy contour, one can identify two
paths of diffusion which have similar low energy barriers. One path (1) follows the lines
C → M1 → M2 → S2 → P → S2′ → M2′ → M1′ → C′. The other path (2) follows
the lines C → M1 → M2 → S1 → M2′ → M1′ → C′. The local minima M1 and M2,
which are surrounded by small energy barriers, are on the paths for addimer diffusion from
C to C′. The energy barrier for path 1 is 1.26 eV. The addimer on path 1 dissociates into
two monomers from M2 to P and reform at M2′. This pathway is similar to the dissociation
pathway modeled by Goringe et al. [58]. The highest energy barrier along path 2 is 1.27 eV
which is very similar to the energy barrier of path 1. However, the addimer along path 2
does not dissociate but instead rotates to minimize the energy barrier. Starting from the two
best candidates for pathways predicted by the tight-binding calculations, more accurate first-
principles calculations have been applied to further optimize the pathways and diffusion
barriers. While the diffusion pathways after the optimization by first-principles calculations
are slightly different from the tight-binding predictions, they are essentially similar and with
almost identical diffusion barriers. It should be noted that without the comprehensive tight-
binding calculations to search for the possible diffusion pathway, it would be very difficult for
first-principles calculation to find out the correct diffusion paths and barriers for this complex
system.

4.3 TBMD study of dislocation core structure in Si

The EDTB potential of Si also been applied to the study of dislocation in Si, a much more
complex system. Crystalline structure of Si possess two types of (111) planes for inelastic
shear, a widely separated shuffle-set (blue in Fig. 13 and a compact glide-set (red). In 2001,
experiment using transmission electron microscopy (TEM) [59] show that at low temperature
and high pressure, long undissociated screw dislocations appear, which cross-slip frequently.
Suzuki et al. proposed [60,61] that these may be shuffle-set screw dislocations, centered at A

Fig. 13 Slip planes in Si, and likely centers of undissociated screw dislocations
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Fig. 14 (a) A core, and (b) period-doubled C core configurations. The color of atoms represents the local
atomic shear strain

and B in Fig. 13 based on energy calculations using empirical classical potentials. Pizzagalli
et al. then performed DFT calculations to show that the A core (Fig. 14a) has lower energy
[62] than B, as well as a single-period glide-set full screw dislocation C.

Using tight-binding calculation with the EDTB silicon potential, we are able to investi-
gate the core structure of this dislocation with larger number of atoms and with a calculation
supercell that has more layers in the direction along the dislocation line [63]. We found that
the C core has lower energy than A after period-doubling reconstruction in the direction
along the dislocation line. This double-period C core structure is shown in Fig. 14b. Since
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C can cross-slip between two glide-set planes, it satisfies all the experimental observations
to date. We believe that the double-period C configuration, previously unstudied, may also
play important transient roles in partial dislocation constriction and cross-slip at high tem-
perature, and perhaps ductile-to-brittle transition [64]. The prediction from the tight-binding
calculations are further confirm by first-principles calculations. We find that after the period-
doubling reconstruction, the C core energy is lower than A by 0.16 eV/Å in TB, and 0.14 eV/Å
in DFT. We also find that the double-period C is energetically favorable due to the electronic
structure contribution. The single-period C core has a semi-metallic chain of dangling bonds
which introduces electronic states near the Fermi level. This chain of dangling bonds is sus-
ceptible to Peierls distortion [65,66], leading to a period-doubling reconstruction along the
chain (Fig. 14b) that opens up a wide band gap. Such an electronic mechanism is missed in
the classical potential calculations.

5 Future perspective

Success of the EDTB modeling and simulations are not limited to the carbon and silicon
systems as we discussed above. Its success has also been extended to the transition metal
systems such as Mo [67–71], simple metal systems such as Al [72,73], and Pb [74], as well
as two components systems such as Si-H [75].

In spite of these progresses, the development of environment-dependent tight-binding
models so far still relies on empirical fitting to the band structure and total energies of some
standard structures. The fitting procedure is quite laborious if we want to study a broad range
of materials, especially in compound systems where different sets of interactions have to be
determined simultaneously from a given set of electronic structures. Moreover, fundamental
questions such as how and to what extent the approximations used in the Slater-Koster scheme
influence the transferability of the tight-binding models are still not well understood from the
empirical fitting approach. Information from first-principles calculations about these issues
is highly desirable to guide the development of more accurate and transferable tight-binding
models.

In general, overlap and one-electron Hamiltonian matrices from first-principles calcula-
tions cannot be used directly to infer the tight-binding parameters because fully converged
first-principles calculations are done using a large basis set while tight-binding parameters
are based on a minimal basis representation. Very recently, the authors and co-workers have
developed a method for projecting a set of chemically deformed atomic minimal-basis-set
orbitals from accurate first-principles wavefunctions [76–81]. These orbitals, referred to as
“quasi-atomic minimal-basis-sets orbitals” (QUAMBOs), are highly localized on atoms and
exhibit shapes close to orbitals of the isolated atom. Moreover, the QUAMBOs span exactly
the same occupied subspace as the original first-principles calculation with a large basis set.
Therefore, accurate tight-binding Hamiltonian and overlap matrix elements can be obtained
directly from ab initio calculations through the construction of QUAMBOs. This new devel-
opment enables us to examine the accuracy and transferability of the tight-binding models
from a first-principles perspective.
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