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Abstract
Recent experiments on nanoscale materials, including nanowires, nanopillars,

nanoparticles, nanolayers, and nanocrystals, have revealed a host of “ultra-strength”
phenomena, defined by stresses in the material generally rising up to a significant
fraction of the ideal strength—the highest achievable strength of a defect-free crystal.
This article presents an overview of the strength-controlling deformation mechanisms
and related mechanics models in ultra-strength nanoscale materials. The critical role of
the activation volume is highlighted in understanding the deformation mechanisms, as
well as the size, temperature, and strain rate dependence of ultra strength.
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noting that the deformation of amor-
phous solids often operates at very high
stresses; the deformation behavior of
metallic glasses has recently been
reviewed by Schuh et al.5

Ultra-Strength Experiments
Recent years have seen rapid growth of

experimental studies on ultra-strength
material systems and phenomena. This is

largely enabled by the refinement of
nanoscale mechanical experiments, which
allows one to study the near- ideal-strength
behavior quantitatively in a  controlled
fashion. Table 1 shows the experimentally
measured ultra strengths. These data are
either yield or fracture strengths measured
from tension,  compression, or bending
experiments. Evidently, ultra-strength
behavior can be considered as a GPa-level
phenomenon, in contrast to the relatively
low strengths (tens to hundreds of MPa) in
coarse-grained hard materials. In addition,
a collection of ultra-strength data for
nanoindentation and nanocrystals can be
found in References 6 and 7.

Length-Scale Effect
The attainment of ultra strength can

result from a length-scale effect. For
coarse-grained crystals, the experimen-
tally measured strengths are far below the
theoretical values. The low strength arises
because the sample usually has a large
number of grown-in defects such as dis -
locations or cracks. In well-annealed
 crystals, the dislocation density is initially
low but nonzero. It increases rapidly 
once deformation starts, due to, for exam-
ple, double cross slip and Frank-Read
type multiplication processes. The yield
strength is then limited by the resistance
to dislocation motion, typically a factor of
100 below the ideal strength, or even more
in coarse-grained samples.

The strength of materials with pre-
 existing defects can be increased by
re ducing systems’ length scales. Gene -

Introduction
An engineering revolution is currently

under way in that small structures and
devices are now being fabricated at the
micrometer to nanometer scales. The reli-
ability concerns of such small systems call
for an understanding of the mechanical
properties of materials at small length
scales.1 This review focuses on the ultra-
strength behavior in materials with very
small length scales.

Ultra-strength phenomena are charac-
terized by sample-wide stress levels
reaching a significant fraction of the mate-
rial’s ideal strength, defined as the highest
stress a perfect crystal can sustain without
undergoing immediate structural trans-
formation.2–4 There is an intimate relation
between observable strength and the
timescale of observation. It is difficult to
avoid “observing” ultra strength in molec-
ular dynamics simulations because of the
short simulation time scales, typically
nanoseconds, for stress ramp-up. But in
recent years, more and more ultra-
strength behaviors are revealed in labora-
tory experiments, typically on the
seconds-to-minutes time scale. This is
often enabled by the small sample sizes,
small microstructural length scales, or
small probes.

The purpose of this article is to review
recent experiments on ultra-strength
materials and develop a theoretical
framework for understanding the
strength- controlling deformation mecha-
nisms. We focus on the ultra-strength
phenomena in crystalline materials, while

Table I. Experimentally Measured Ultra-High Strengths.

Material Number of Layers Measured Ideal Strength Reference
or Diameter (nm) Strength (GPa) ~ E /10 (GPa)

CNT SW 30 100 Falvo et al.8

CNT MW 30 100 Yu et al.9

CNT MW 97–110 100 Peng et al.10

WS2-NT MW 3.8–16.3 15 Kaplan-Ashiri et al.11

ZnO-NW 30 7 14 Wen et al.12

Si-NW 100–200 12 17 Hoffmann et al.13

Ag-NW 16.5 7.3 8 Wu et al.14

Au-NW 40 5.6 8 Wu et al.15

Au-NP 300 0.8 8 Greer and Nix16

Au-NP 300 1 8 Volkert et al.17

Si-NS 20–50 20–50 17 Gerberich et al.18

CdS-NS 200–450 2.2 4.6 Shan et al.19

Graphene ML 130 100 Lee et al.20

Note: CNT, carbon nanotubes; NT, nanotubes; NW, nanowires; NP, nanopillars; NS, nanospheres; 
ML, monolayer; SW, single-wall; MW, multi-wall; E, Young’s modulus.
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rally, the strength-controlling length scale
can be the sample size, grain size, layer
thickness, or contact loading zone size. In
crystals, the strengthening mechanism is
typically based on the blockage or elimi-
nation of dislocations. Various detailed
 size-strengthening mechanisms will be
reviewed in this article.

Time Scale Effect
Ultra-strength phenomena are also

closely related to the observation time
scale, as manifested by the dependence of
strength on loading rate and temperature.
To understand the strength, temperature,
and time scale relations, one needs to know
the controlling deformation mechanism,
which is the focus of this review. Then the
kinetic rate theory can be used to link time
and strength. Fundamental concepts in the
rate theory of strength, with emphasis on
the activation volume as a kinetic signature
of deformation mechanism, are reviewed
next.

A unit process of strength-controlling
structural transformation can be charac-
terized by two types of quantitative meas-
ures: the athermal strength limit and
activation parameters. The former meas-
ures the zero-temperature structural
 stability limit at which the structural
transformation occurs instantaneously
without the aid of thermal fluctuations.
The activation parameters, including the
activation energy and activation volume,
characterize the probabilistic nature
of transformation by thermal fluctuations
when the applied load is below the
 athermal limit. Consider, as an example,
 thermally activated shear transformation
at a given temperature T and applied
shear stress τ. According to transition state
 theory,21 the transformation rate is

(1)

where ν0 is the trial frequency, N is the
number of equivalent sites of transforma-
tion, kBT is the thermal energy, and Q is the
activation free energy whose magnitude 
is controlled by the local shear stress τ
along with the temperature T. The ather-
mal strength limit corresponds to the crit-
ical stress, giving zero activation energy.

The sensitivity of transformation rate to
stress can be measured by the true activa-
tion volume Ω, defined as

(2)

Physically, the activation volume is pro-
portional to the number of atoms simulta-
neously involved in a thermally activated

process so that it measures the individual
(single-particle) and collective nature of a
transition. Different rate processes may
have drastically different characteristic
activation volumes (e.g., Ω ~ 0.1b3 for lat-
tice diffusion and Ω ~ 100 – 1000b3 for
Orowan looping through forest disloca-
tion intersections, where b denotes the
magnitude of the Burgers vector). As a
result, the activation volume can serve as
an effective kinetic signature of the defor-
mation mechanism.

Importantly, activation volume can be
determined by both atomistic modeling
and experiments, thus providing a useful
link between the two approaches for
revealing the strength-controlling mecha-
nisms. In atomistic modeling, the stress-
dependent activation energy and
activation volume can be calculated in a
robust and efficient manner by using the
reaction pathway exploration approach
such as the nudged elastic band method.22

In experiments, the activation volume is
typically determined by measuring the
strain rate sensitivity. Consider uniaxial
tension as an example. The empirical
power law relation between stress σ and
strain rate ε⋅ is σ/σ0 = (ε⋅/ε⋅0)m, where m is the
nondimensional rate sensitivity index, σ0
is the reference stress, and ε⋅0 is the refer-
ence strain rate. The apparent activation
volume Ω∗ is conventionally defined as

(3)

This leads to For poly-
crystals, the true and apparent activation
volumes are related by ,
where M ≈ 3.1/A. Here 3.1 is the Taylor
factor that links the tensile flow stress of
the polycrystalline aggregate to the aver-
age resolved shear stress on the activated
slip system, and A is a stress amplification
factor (ratio of local shear stress to average
resolved shear stress) due to, for example,
dislocation pile-up that can be grain or
sample size dependent.

Strength-Controlling Deformation
Mechanisms

Because of the interposition of small
length scales, the deformation of ultra-
strength materials often operates in a
source-limited and nucleation-controlled
regime. We next review representative
deformation mechanisms in ultra-strength
materials. The critical role of activation vol-
ume is emphasized in understanding the
strength-controlling mechanisms, as well
as the size, temperature, and strain rate
dependence of material responses.

Dislocation Nucleation
Ultra strength can be achieved in a small

volume of perfect crystal. At low tempera-
tures, the strength of a perfect crystal is
limited by dislocation nucleation in the
bulk or from the surface, depending on 
the sample geometry and loading mode.
Homogenous dislocation nucleation in the
bulk crystal has been experimentally
observed in the atomic model systems 
of bubble raft23 and colloidal crystal24 and
also in atomistic simulations.25 In addition,
displacement bursts in nanoindentation
experiments have been associated arguably
with homogeneous dislocation nucleation
in a small and perfect volume beneath the
nano-sized indenter tip.25

Athermal dislocation nucleation in a
perfect crystal results from elastic instabil-
ity at large shear stress; equivalently, it
occurs when the energy barrier of nucle-
ation vanishes. Because of the elastic soft-
ening effect at large deformation, the
athermal threshold of homogeneous dislo-
cation nucleation should be determined by
using the theory of hyperelastic (i.e., non-
linear elastic) instability.26 An atomistics-
based hyperelastic instability criterion has
been developed that balances the elasti-
cally softening modulus and the GPa-level
high stress at large shear.25 Using this crite-
rion, the critical nucleation conditions at
zero temperature can be accurately pre-
dicted, including the nucleation site, criti-
cal stress, and activated slip system. The
athermal nucleation from a surface can be
similarly modeled in the hyperelasticity
framework with an appropriate descrip-
tion of the surface stress effect.27

Increasing temperature can lower the
strength because of thermal fluctuations in
assisting dislocation nucleation. To under-
stand the temperature and strain rate
dependence of dislocation nucleation, Zhu
et al.28 have developed an atomistic model
that integrates the reaction pathway calcu-
lation and transition-state-theory based
analysis. Consider, as an example, surface
dislocation nucleation in a Cu nanopillar
under an applied constant strain rate.
Because of the probabilistic nature of the
thermally activated nucleation process, the
nucleation stress has a distribution even if
identical samples are used. The most prob-
able nucleation stress is defined by the
peak of the nucleation event frequency
 distribution. Based on this nucleation sta-
tistics-based definition, Zhu et al.28 devel-
oped a non-linear theory to determine the
nucleation stress as a function of tempera-
ture and strain rate. A key result is that the
activation volume associated with the sur-
face dislocation source is within 1b3–10b3,
much lower than that of bulk dislocation
processes, 100b3–1000b3. The physical effect
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of such a small activation volume can be
clearly seen from a linear version of the
theory, giving an analytic formula of the
nucleation stress,

(4)

where σa is the athermal stress of instanta-
neous nucleation and E is Young’s modu-
lus. Notice that the nucleation stress σ has
a temperature scaling of T lnT, and the
activation volume Ω appears outside the
logarithm so that the small Ω associated
with a surface source should lead to sensi-
tive temperature and strain rate depend-
ence of nucleation stress, as quantitatively
shown in atomistic simulations.28 In
very small volumes, surface dislocation
 nucleation is expected to dominate, as evi-
denced by the experiment.29 As schemati-
cally shown in Figure 1, the strength
mediated by surface nucleation should
provide an upper bound to the size-
strength relation in nanopillar compres-
sion experiments; this upper bound is
strain rate sensitive because of the small
activation volume.

Dislocation Exhaustion
What if mobile dislocations pre-exist in

small volume materials? Under such con-
ditions, ultra strength can be achieved by
dislocation exhaustion. This has been
experimentally measured in crystals of
very small dimensions where the few dis-
locations present cannot multiply suffi-
ciently before they are annihilated at free
surfaces. Greer and Nix16 measured the
strength of Au pillars under uniaxial com-
pression. For a pillar with a diameter as

small as 300 nm, the compressive strength
is increased to about 800 MPa, about 50
times higher than for bulk Au. Volkert
et al.17,30 have reported similar high
strengths for both single crystal Au pillars
and nanometer-sized ligaments in nano -
porous Au. All of these experimental val-
ues are extremely high for Au, close to the
theoretical predictions of ideal shear
strength from ab initio calculations.3

Greer and Nix16 have explained the
ultra strength in Au nanopillars based on
the concept of dislocation starvation.
Unlike bulk samples, dislocations in
nanopillars can travel only very small dis-
tances before annihilating at free surfaces,
thereby reducing the overall dislocation
multiplication rate. Gliding dislocations
leave the crystal more rapidly than they
multiply, decreasing the overall mobile
dislocation density. Such processes would
lead to a dislocation-starved state requir-
ing very high stresses to nucleate new
mobile dislocations.

Shan et al.31 recently performed in situ
compression experiments of submicrome-
ter nickel pillars inside a transmission elec-
tron microscope (TEM). The experiments
showed that the pillar structures contain a
high density of initial defects after process-
ing but can be made dislocation-free 
by applying purely mechanical stress. 
This phenomenon, termed mechanical
annealing, provides evidence of source-
limited deformation, where the hardening
occurs through the progressive exhaustion
of dislocation sources, causing dislocation
starvation.

Dislocation-Interface Interaction
In thin films and layered materials, the

strengthening arises from the constraints

of the surrounding substrate and layers.32

Achieving ultra strength requires that the
film and layer thickness be in the range of
a few to a few tens of nanometers. Under
such conditions, the dislocation-interface
interaction is expected to play an impor-
tant role in controlling the strength.

The effect of layer thickness on flow
strength has been summarized by Misra 
et al.33 for metallic multilayers. They showed
that a Hall-Petch–type model based on
dislocation pile-up is applicable at the
submicrometer length scales. At the few to
a few tens of nanometers length scales,
confined layer slip of single dislocations is
the operative mechanism; the strength is
influenced by interface stress and inter-
face dislocation arrays. As layer thick-
nesses are further reduced to a few
nanometers or less, the strength reaches a
peak in ultra strength. This peak strength
is set by the interface resistance to single
dislocation transmission.

The dislocation-interface interactions
may govern not only strength but also
ductility. For example, Lu et al.34 have
reported experiments of an unusual com-
bination of ultrahigh yield strength 
(~ 1 GPa) and high ductility (~ 14% elon-
gation to failure) in ultrafine-grained cop-
per (i.e., with a grain size of several
hundred nanometers) containing layered
nano-twins, typically tens of nanometers
in thickness. While the ultrahigh strength
can be attributed to the size-strengthening
effect of thin twin lamellas, the mechanis-
tic connection between the retained high
ductility and twinned nanostructures is
not fully understood.

In bulk nanocrystalline metals, tensile
ductility is often limited by the onset of
necking instability. This has been well
studied at the continuum level. The cen-
tral result is that the high strain rate sensi-
tivity and the high rate of strain hardening
can both help delay the onset and devel-
opment of necking, thereby promoting
tensile ductility.35 To connect the phenom-
enological theories with nanostructure-
mediated plastic deformation, one needs
to first determine the rate-controlling
mechanisms. The experiment by Lu et al.36

showed that nano-twinned copper
increases the rate sensitivity (m ≈ 0.02) by
up to an order of magnitude relative 
to microcrystalline metals with grain sizes
in the micrometer range and a concomi-
tant decrease in the activation volume by
two orders of magnitude (e.g., down to 
Ω ≈ 20b3 when twin lamellas are approxi-
mately 20 nm thick).

Zhu et al.37 have studied the mecha -
nistic origin of decreased activation vol-
ume and increased rate sensitivity in the
nano-twinned system. They analyzed slip

σ = σa – ,
kBT

ln
Ω Eε. Ω

kBTNν0
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Figure 1. Illustration of the surface effect on the rate-controlling process and the size
dependence of yield strength in micro- and nanopillars of diameter d under compression.28



 transfer reactions between the lattice dis-
location and coherent twin boundary
(TB). Using the free-end nudged elastic
band method, minimum energy paths
were determined for reactions of absorp-
tion, desorption, and slip transmission.
Predictions of yield stress, activation vol-
ume, and rate sensitivity were consistent
with the experimental measurement. This
agreement demonstrates that the slip
transfer reactions at TBs are the rate-
 controlling mechanisms in nano-twinned
copper.

Besides increasing the rate sensitivity,
the dislocation-TB interaction causes an
increase in the strain-hardening rate,
which may play a key role in preserving
the tensile ductility. The modeling study
by Zhu et al.37 indicated that in contrast 
to the general high angle grain boundaries
in nanocrystals, which have a limited
capacity of hardening, the coherent TB is
quite hardenable as it gradually loses
coherence during the initial stage of plas-
tic deformation. This effective hardenabil-
ity facilitates the accommodation of
incompatible deformation between adja-
cent twins; it raises the resistance of plas-
tic flow,  promotes the strain hardening,
and helps retain tensile ductility. Also, the
coherent TB is more resistant to tensile
decohesion compared to random bound-
aries and, therefore, can store larger
amounts of deformation-induced incom-
patibility (inter facial dislocation content)
before fracture occurs.

Intragrain to Intergrain Mechanisms
Nanocrystalline metals and alloys rep-

resent an important class of ultra-strength
materials. They are single or multiphase
polycrystals with nanoscale grain size
(1–100 nm). Because of the increasing vol-
ume of grain boundary materials with
decreasing grain size, the deformation in
nanocrystals can be critically influenced
by the grain boundary mediated mecha-
nisms, which compete with the intragrain
mechanisms such as the intersection of
bulk dislocations. Here, we review two
theoretical models on the transition from
the intragrain to intergrain mechanisms;
these models reveal the mechanistic
underpinnings of grain size-dependent
strength and activation volume.

The ultra-strength phenomenon in
nanocrystals involves an interesting possi-
bility for which size would be strongest.
Specifically, the well-known Hall-Petch
effect refers to the rise of plastic resistance
with decreasing grain size. However, if the
grain size drops into the nanometer range,
a peak plastic resistance could result at a
grain size of about 20 nm, leading to the
breakdown of the Hall-Petch effect. Such

effects have been observed by experiments
and in computer simulations as well.38

Argon and Yip39 developed an isostress
model of the strongest size by focusing on
the competition between grain boundary
shear and near-boundary dislocation
mechanism; here the shear of the grain
boundary is considered to be similar to
flow process in amorphous metals, con-
strained into a disordered layer of a thick-
ness δ ~ b. To a first approximation, they
assumed both mechanisms were subject
to the same applied stress but contributed
to the overall strain rate in proportion to
volume fractions. By realizing that the two
processes operate close to respective
athermal limits, Argon and Yip assumed
both processes had an increased rate sen-
sitivity, m = 0.033, and a correspondingly
decreased activation volume compared to
coarse-grained counterparts.

Figure 2 shows the modeling prediction
of the strongest size as compared with
computer simulations by molecular
dynamics. According to the model, the
breakdown of the Hall-Petch effect can be
qualitatively understood as follows. At
the large grain size, the near boundary
dislocation mechanism dominates, and
the strength increases with decreasing
grain size by following the classic Hall-
Petch relation. As the grain size reduces to
the nanometer range, grain boundary
shear gradually takes over as the domi-

nant mechanism because of the increasing
volume fraction of grain boundary materi-
als. The strength then begins to decrease
toward the athermal strength of grain
boundary shear, which is lower than 
that of the near-boundary dislocation
mechanism. Consequently, the competi-
tion between the two rate mechanisms
leads to a peak strength.

In addition to the size-dependent
strength, the activation volume also ex -
hibits size dependence as experimentally
measured in nanocrystalline and nano-
twinned systems.36,40 Conrad40 and
Armstrong and Rodriguez41 developed
isostrain models on the transition from the
intra- to intergrain mechanisms to explain
such size dependence. They considered
two competing mechanisms that are in par-
allel to sustain the applied load: one
involves the intragrain dislocation mecha-
nism (e.g., intersection of forest disloca-
tions, giving a large but size-independent
activation volume typical of coarse-
grained polycrystals); the other involves
the near-boundary process (e.g., punching
of a  dislocation through a dense bundle of
grain boundary dislocations, the emission
of dislocations from grain boundaries, or
the depinning of a propagating dislocation
pinned by grain boundaries by impurities
or ledges).42,43 The size-dependence of acti-
vation volume is associated with the latter
mechanism through a  dislocation pile-up
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Figure 2. The strongest-size behavior for polycrystalline Cu from the Argon-Yip model39

(solid line) and molecular dynamics simulations38 (symbols), where d is the grain size, b is
the magnitude of the Burgers vector, σ is the von Mises effective shear stress, σT is the
tensile flow stress, µ is the shear modulus.
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model. In Conrad’s model, the total shear
stress is taken as the sum of the shear resist-
ances of the two mechanisms; this averag-
ing scheme of the simple stress sum differs
from the Argon-Yip model that involves
the average strain rate based on volume
fractions. As detailed in Reference 40, the
size-dependent activation volume relation
is derived as

(5)

where µ is the shear modulus, d is grain
size, and β is a dimensionless number of
order one. In Equation 5, Ωi and Ωb are the
activation volumes of the intrinsic intra-
grain and intergrain mechanism, both of
which are size-independent; the second
term brings in the size-dependence through
a dislocation pile-up model.

It is noteworthy that the foregoing
models assume grain size is fixed in 
the course of plastic deformation. In con-
trast, abnormal grain growth has been
observed in nanocrystals during plastic
deformation at room to liquid-nitrogen
temperatures.44,45 This grain coarsening
at low temperatures is largely driven by
mechanical energy, as opposed to the
thermally driven grain growth in coarse-
grained samples at high temperatures. It
has been attributed to the high-energy
state of grain boundaries in nanocrys-
tals.46 Recent atomistic modeling has
revealed the detailed atomic-level mech-
anisms of shear mediated grain bound-
ary migration at the GPa-level high
stresses.47

Deformation Twinning
In ultra-strength materials, the forma-

tion of deformation twins may dominate
over dislocation slip. This has been
observed by recent TEM experiments of
nanocrystals.42 The preference for defor-
mation twinning in nanocrystals can be
understood by comparing the critical
resolved shear stress (CRSS) needed to
emit a perfect dislocation, τf, with the CRSS
required to initiate the partial twinning
dislocation, τp, to generate stacking faults
and deformation twins.48 These CRSSs can
be estimated by considering the energy
balance between the elastic energy
increase in expanding a boundary
 dislocation loop and the potential energy
decrease associated with the work done by
the CRSS. Assuming the source size is
approximately equal to the grain size, d,
the CRSSs for the emission of a perfect dis-
location and twinning partials are given by
τf/µ = b/d and τp/µ = bp/d + Γsf, respec-
tively. Here, Γsf = γsf /(µbp), where γsf is the
stacking fault energy, and bp is the magni-

1
Ω

1 ,
µb
σdΩi

1
Ωb

= + β

tude of the Burgers vectors of a partial dis-
location. Equating τf and τp gives the criti-
cal grain size dc = (b – bp)/Γsf, where the
transition will occur from the plastic
response dominated by perfect disloca-
tions for large grains to the twinning and
stacking faults controlled plastic behavior
for small grains. The estimated dc is about
10 nm for aluminum nanocrystals.

It should be emphasized that the fore-
going analysis of glide dislocations and
deformation twins is based on the thermo-
dynamic energy balance of expanding the
existing boundary dislocations. As a
result, their CRSSs only involve the mate-
rial energetic parameter of stack fault
energy, γsf, which characterizes the
metastable stacking state of the lattice. Van
Swygenhoven et al.49 have emphasized
the importance of examining the general-
ized stacking fault energy curve, which
additionally provides activation-related
parameters such as unstable stacking
energy γus and unstable twinning energy
γut. Along this line, Asaro and Suresh50

have performed the mechanics analysis of
athermal emission of perfect dislocations
and deformation twins from the grain
boundary. The athermal stresses derived
incorporate naturally γus and γut. Finally, it
is noteworthy that the thermal activation
of deformation twins has not yet been
studied for understanding the tempera-
ture and strain rate dependence of nucle-
ation stresses at small length scales.

Fracture
Plastic flow and brittle fracture are com-

peting deformation modes in ultra-
strength materials. Bulk silicon is brittle,
but silicon nanowires in tension can
undergo large plastic deformation at room
temperature.51 A revealing analysis of
 brittle-ductile competition has been given

by Dumitrica et al.52 for a perfect single-
walled carbon nanotube. By observing
molecular dynamics simulations at vari-
ous temperatures T and at short time
scales (about 0.1 ns), they identified two
primary mechanisms: the “cool” mecha-
nism of brittle fracture at low T and the
“hot” mechanism of formation of Stone-
Wales defects (i.e., dislocation dipoles) at
high T. To explore the competition at long
time scales, they have studied the energy
landscapes governing the two processes.
They found the brittle mode of bond
breaking requires little thermal agitation;
the fracture stress is controlled by the ideal
tensile strength of the C-C bond. In con-
trast, the Stone-Wales defect formation by
single bond rotation sensitively depends
on temperature, implying a small activa-
tion  volume associated with this process.
According to transition state theory, the
activation energy under constant stress
needs to be reduced to Q = kB T ln(Nνt) in
order to observe the formation of Stone-
Wales dipole over the test duration 
t (probability ~ 1). Dumitrica et al. have
further calculated Q as a function of stress.
Then, the stress needed to form the Stone-
Wales dislocation dipole at different tem-
peratures and times can be backed out
from the formula of Q given previously.
Figure 3 shows the predicted breaking-
strain map. Such a mechanism map is
expected to provide useful guidance for
the experimental study of temperature
and strain rate dependence of mechanical
responses of carbon nanotubes.

The foregoing analysis has considered
an idealized situation of competition
between the brittle and ductile response in
a perfect system.52–54 In an alternative sce-
nario, such competition could occur at the
crack tip in a system with a pre-existing
crack.55 In this case, bond breaking at the
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Figure 3. Breaking-strain (ε) map for carbon nanotubes of different chiralities (χ) at various
load durations and temperatures.52



crack tip may have different temperature
and strain rate dependences. The analysis
along the line of Dumitrica et al.52 needs to
be performed to better understand the
brittle-to-ductile transition in ultra-
strength materials.

Conclusions
In the past decade, we have seen a dra-

matic increase in experimental studies of
ultra-strength materials and phenomena,
driven by technological demands and
projections. The high strength achieved
often is caused by a scarcity of grown-in
defects and the exhaustion of mobile
defect population destabilized by close
proximity to interfaces or surfaces, which
consequently cause the strength to be
defect nucleation controlled rather than
propagation controlled. The plastic defor-
mation in the ultra-strength regime is
 generally characterized by enhanced
strain rate sensitivity and temperature
sensitivity. Mechanisms of strain harden-
ing (or the lack thereof), interfacial struc-
tural evolution and decohesion, and
tensile ductility are some of the issues that
need to be further considered for compre-
hensive understanding of ultra-strength
materials at low temperatures. Although
temperature-controlled nanomechanical
testing is still quite rare today, it is a direc-
tion for future growth. From a theoretical
standpoint, we expect ultrahigh stress will
have a significant impact on diffusive and
hybrid displacive-diffusive processes as
well. Boundaries of the deformation
mechanism map56 in the parametric space
of stress, temperature, and strain rate can
be expected to shift significantly com-
pared to those of coarse-grained materi-
als,57–59 thereby allowing exploration of
crossover behavior that can provide new
understanding of the deformation kinetics
of ultra-strength materials.60
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