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a b s t r a c t

Recent experiments on nanostructured materials, such as nanopar-
ticles, nanowires, nanotubes, nanopillars, thin films, and nanocrys-
tals have revealed a host of ‘‘ultra-strength” phenomena, defined
by stresses in a material component generally rising up to a signif-
icant fraction > 1

10

� �
of its ideal strength – the highest achievable

stress of a defect-free crystal at zero temperature. While conven-
tional materials deform or fracture at sample-wide stresses far
below the ideal strength, rapid development of nanotechnology
has brought about a need to understand ultra-strength phenom-
ena, as nanoscale materials apparently have a larger dynamic range
of sustainable stress (‘‘strength”) than conventional materials.
Ultra-strength phenomena not only have to do with the shape sta-
bility and deformation kinetics of a component, but also the tuning
of its physical and chemical properties by stress. Reaching ultra-
strength enables ‘‘elastic strain engineering”, where by controlling
the elastic strain field one achieves desired electronic, magnetic,
optical, phononic, catalytic, etc. properties in the component,
imparting a new meaning to Feynman’s statement ‘‘there’s plenty
of room at the bottom”. This article presents an overview of the
principal deformation mechanisms of ultra-strength materials.
The fundamental defect processes that initiate and sustain plastic
flow and fracture are described, and the mechanics and physics
of both displacive and diffusive mechanisms are reviewed. The
effects of temperature, strain rate and sample size are discussed.
Important unresolved issues are identified.
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1. Introduction

This article examines a broad category of materials behavior that can be characterized as ultra-
strength phenomena, meaning the material’s sample-wide stress has reached a significant fraction of
its ideal strength [1–3], and this state persists for a considerable period of time, say seconds or years,
without significant stress relaxation. The realm of ultra-strength phenomena is broader than that of
high-pressure physics, because large non-hydrostatic stresses due to shear, tension and compression
may be sustained. In materials, the applied non-hydrostatic load tends to be relaxed by plastic defor-
mation and fracture. So the amount of stress a conventional material can sustain is often only a tiny
fraction (a few thousandth) of the corresponding elastic moduli. In nanostructured materials, how-
ever, a much larger dynamic range of non-hydrostatic stresses can be achieved, thereby opening wide
avenues for controlling the physical and chemical properties of materials, by for example elastic strain
engineering (ESE).

This article reviews how to achieve ultra-strength by defeating various mechanisms of relaxation –
the so-called inelastic deformation mechanisms – at finite temperatures and sample sizes, with
various initial material imperfections, so that ultra-strength can be obtained and controlled. At the
beginning, we will motivate why ultra-strength is highly desirable, especially in the age of nanotech-
nology with advance of tools capable of resolving, manipulating and building materials at the nano-
meter scale [4,5]. It will become clear that ultra-strength phenomena not only have to do with
shape stability and deformation kinetics of materials under stress and temperature – the traditional
concerns of mechanics of materials – but also the functional properties of materials.
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2. Ultra strength and elastic strain engineering

It is known that a material’s physical and chemical properties are functions of the lattice parame-
ters of the underlying crystal lattice, or the elastic strain �elastic with respect to the stress-free refer-
ence state. This is because fundamentally, electronic structure changes with �elastic [6]. Electronic
band gaps open or close with �elastic [7–10], so do phononic band gaps [3] and thermal [11,12] and spin
[13,14] transport and electro-optical [15–21] characteristics. In addition to physical properties, chem-
ical behaviors also change, for instance the catalytic activities of metal surfaces vary sensitively with
the elastic strain [22].

Elastic strain engineering is defined as achieving the desired functional properties by controlling
�elastic(x), where x denotes position vector in a material. The properties could be electronic [7–
10,15,16,20,23], magnetic [13,14,24,25], optical or plasmonic [16–19,21], ionic [26,27] or phononic
[3,12,28], thermoelectric [11], catalytic [22], etc. Generally speaking, given any material property A
that one wants to optimize, say the carrier mobility [29–33,23], its derivative with respect to the elas-
tic strain @ A/@�elastic is non-zero at zero strain (some components of this gradient may be zero due to
symmetry, but not all components). Thus, if an increase of elastic strain does not improve the property
with respect to the zero-elastic-strain state, a decrease will do. Following the gradient @A/@�elastic in
six-dimensional strain space with a steepest descent kind of algorithm can lead to the optimal prop-
erty of A.

The idea of elastic strain engineering is rather straightforward and has existed in various commu-
nities for many years. In at least one instance it has found a major commercial application: the
so-called Strained Silicon technology [29–33,23,34–39] is already deployed in almost all the
computers we buy today, at a moment in history when the characteristic feature size in integrated
circuits has shrunk to 45 nm and below. The working principle of Strained Silicon technology is that
by applying tensile elastic strain of the order 1% on a thin channel of silicon, more than 50%
enhancement in room-temperature mobility of charge carriers can be obtained. Strained Silicon
technology is now advertised as one of the major advancements postponing the eventual breakdown
of Moore’s law [35,39].

What are the limits to elastic strain engineering? There is an idealistic answer and a practical an-
swer. The practical answer is more conservative, by taking into account temperature, time and pre-
existing defects.

Even idealistically, a crystal lattice is not infinitely strong and cannot be elastically strained beyond
its ideal strain [40–60,3] at temperature T = 0 K, without losing homogeneity of the lattice or under-
going phase transformation. The ideal strain �ideal is an intrinsic property of an ‘‘ideal” starting atomic
structure that contains absolutely no ‘‘defects”. Here ‘‘defects” are in quotation marks because it
depends on the perspective: for instance one may wish to define the ideal strain of an atomically flat
Pt (111) surface, the so-called surface ideal strength [61,62], in contrast to the usual bulk ideal strength.
According to this view, the atomically flat surface which has two translational symmetries is not a
‘‘defect” but rather the ideal starting structure itself. Under very large elastic strain at T = 0 K it may
spontaneously break translational symmetries to nucleate displacive defects or undergo surface phase
transformations.

Because in 3D, strain is a symmetric tensor with 6 degrees of freedom, �ideal is in fact a five-dimen-
sional bounding surface, enclosing the origin in a six-dimensional strain space. Crossing this boundary
at T = 0 K by elastically straining the ideal structure leads to spontaneous and nearly instantaneous
(much faster than most experimental timescales, usually picoseconds) large structural changes,
whereas moving along arbitrary strain paths within the bounding surface causes no such
discontinuities.

Associated with �ideal is the ideal stress rideal. The reasons for defining these tensorial ideal limits
are (a) they can be easily calculated from first principles, (b) they reveal the basic features of electronic
structure and chemical bonding, such as bond directionality [53] and ‘‘brittle” versus ‘‘ductile” tenden-
cies [58,63], and (c) as to be shown in Section 3, the actual measured mechanical strengths in certain
classes of experiments scale roughly with the theoretically calculated rideal, and sometimes even clo-
sely approach them. Although anomalies can happen, in most cases we expect a material’s strength to
decrease with increasing temperature, waiting time and addition of defects. Therefore, we may regard
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the ideal stress as the upper bound to material strength, and the ideal strain as the upper bound to
elastic strain engineering (ESE).

Even though ESE is a rather straightforward concept, it is very powerful and potentially a revolu-
tionary one in the age of nanotechnology. The reason is that elastic strain is a continuous variable. So
instead of just ‘‘silicon”, we actually have access to 1% strained silicon, 2% strained silicon, 5% strained
silicon, 5.1% strained silicon, etc. indeed an uncountably infinite possibilities of elastically strained sil-
icons, with wildly changing physical properties [3,6–39]. By controlling the elastic strain, we add six
continuous new dimensions to the conventional materials we know.

However, ESE is still under-appreciated and vastly under-explored today, unlike alloying – the
engineering of continuous chemical composition which started in the Bronze Age – as a means to con-
trol material properties. The reason becomes more obvious when one realizes that the 1% tensile elastic
strain adopted in today’s Strained Silicon technology is applied to silicon features at 45 nm. If one ap-
plies tensile strain to a macroscopic block of silicon or even a silicon wafer, our day-to-day experience
tells us it would fracture long before 1% strain is reached. In other words, the 45-nm feature size some-
how enables elastic strain engineering, that historically was not feasible on say, 100 lm feature-sized
silicons.

Similarly, although metallic crystals with absolutely no defects can sustain ideal strain of the order
10%, a macroscopic block of conventional metals with an initial defect population would flow plasti-
cally long before 1% applied strain is reached. That is, even though from our day-to-day experience,
conventional metals can indeed deform up to hundreds of percent, most of the applied strain is carried
by inelastic strain �inelastic(x), where x denotes the position vector, and only a tiny part (typically less
than two tens of one percent) is elastic strain, as represented by, e.g., the additive partition �(x) =
�elastic(x) + �inelastic(x), where � represents total strain of the volume element.

For a material component in service to be functional, such as a silicon channel in metal–oxide–
semiconductor field-effect transistor (MOSFET), two conditions must hold. First, the component shape
must be stable, over long periods of time such as a few years – the expected life of the device. If the
silicon channel fractures, or a metallic interconnect deforms too much plastically, the component and
subsequently the device may fail prematurely. Second, the component material must have the right
properties, such as carrier mobility, band gap, thermoelectric figure-of-merit, etc. It turns out that
in the case of elastic-strain engineered components, both conditions depend critically on how �inelastic

behaves under stress. In an ideal defect-free structure at T = 0 K, �inelastic stays zero unless the ideal
strength is reached. This is not the case in realistic materials which have initial defects, and T is
non-zero.

The inelastic strain is physically attributed to dislocation glide [64,65], deformation twinning [66],
crack formation and growth [67], phase transformation [68], mass transport by diffusion [69,70], etc.
In general, �elastic and �inelastic have very distinct roles and different dependencies on stress. �elastic de-
pends locally on stress in a one-on-one correspondence, whereas the rate of change of �inelastic depend
on stress with a highly non-linear, and temperature and history dependent relation (may also be non-
local, but we will not delve into it here). At low to intermediate temperatures, the rate of inelastic
strain can be sharply thresholded: that is, unless the stress exceeds a certain threshold rthresh, this rate
is practically negligible. It is then convenient to call rthresh the material strength, for if stressed below
rthresh, the material does not appear to deform inelastically. rthresh itself is a function of temperature,
material microstructure, and the timescale of observation. This last dependence has to do with the
precise meaning of the term ‘‘practically negligible” inelastic strain rate, for even ‘‘Mountains flow be-
fore the Lord” [71]. Clearly, ‘‘practically negligible” strain rate means different things to an engineer
working in the semiconductor industry where the relevant timescale is a few years, as to a geologist
studying glacier flow over geological timescales.

The threshold stress rthresh is the aforementioned practical limit to ESE. It is smaller than the ideal
limit rideal. Let us take uniaxial tension as an example. The ideal tensile strength rtensile

ideal is roughly E/10
[72,59], as shown from ab initio calculations [58], where E is Young’s modulus at the stress-free state.
Most metals, however, plastically deform at stresses around 10�4E to 10�3E. The large discrepancy
between the ideal and the practical limits of stress also occurs for materials undergoing shear [72].
This actually motivated Orowan [73], Polanyi [74] and Taylor [75] to postulate the existence of
dislocations in 1934, after the ground-breaking work of Frenkel on ideal strength in 1926 [40,76].
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In recent years, however, a large number of experiments have emerged whereby the measured
average stress of components starts to approach a significant fraction of the ideal strength [77]. This
means a very large elastic strain energy density can be stored in real material components without
significant relaxation, over seconds, hours or even years. These experiments, which typically involve
some nanoscale characteristic lengths (but not always) such as grain size, film thickness or sample
size, are introduced in detail in Section 3. It is worth noting here that by achieving very high threshold
stresses, the dynamic range for modifying a material’s physical and chemical properties by elastic
strain engineering becomes larger and larger, thus imparting an additional meaning to Feynman’s
statement ‘‘there’s plenty of room at the bottom” [78].

The above experimental realities motivate defining a new concept: ultra-strength [1–3], which
means the material’s sample-wide stress reaching a significant fraction of its ideal strength, over certain
extended period of time at finite temperature. The qualifications of space and time are important here.
‘‘Sample-wide” is necessary because even in conventional material components such as a steel bridge
truss or a rivet, near dislocation cores, and crack tips the stress can be very high, but those regions are
only a tiny fraction of the component volume. ‘‘Extended time period” is also necessary because in
molecular dynamics simulations [79–81], it is often rather easy to achieve high stress without signif-
icant relaxation, over a simulated time period of nanoseconds, but that does not mean relaxations can-
not happen over seconds, hours or years in real experiments. Thus achieving pervasive high stresses
inside a large enough space–time volume without appreciable relaxation is the true meaning of ultra-
strength.

For the sake of concreteness, we take ‘‘significant fraction” to be > 1
10 irrespective of shear, tensile

or compressive stresses, unless otherwise specified. The 1
10-rule is convenient because the ideal

strength for tension and shear is approximately > 1
10 of the elastic modulus [59]. Thus, under uniaxial

tension, if the sample can sustain tensile stress greater than E/100, ultra-strength is likely reached.
While the stress is high, linear elasticity, in general, holds well [49–51,56,59]. Therefore, as a rule of
thumb, if the sample-wide elastic strain exceeds 1%, ultra-strength is likely reached. According to
this definition, the present Strained Silicon technology [34–39] is already in the ultra-strength
regime. Similarly in shear, if the resolved shear stress is greater than l/100, where l is the shear
modulus, ultra-strength is likely reached. Correspondingly, the sample-wide elastic shear strain
(engineering) can exceed 1%. The ‘‘1% elastic strain rule” is a convenient mnemonics for ultra-
strength.

The shear stress tends to drive bond switching (correlated bond breaking and bond reformation
with no reduction of total bond count), whereas the tensile stress can drive irreversible bond loss,
i.e., net reduction of an atom’s coordination number, especially in brittle materials like ionic and cova-
lent solids. Compressive stresses, including hydrostatic compression, can also drive phase transforma-
tions [21,82–84]. With finite elastic strain energy stored in a material, there are often two options for
relaxation: plastic deformation which corresponds to bond switching, and fracture which corresponds
to net bond loss and eventual surface creation, although there are many subtle connections between
the two [80]. Both plasticity and fracture contribute to inelastic strain. Plasticity tends to be the more
effective energy dissipation channel in the long run, because bond switching can be repeated many
times and is a ‘‘renewable” dissipation channel, whereas bond loss tends to be less ‘‘renewable”. This
fundamentally has to do with how the effective elastic compliance of a system changes with the bond
density [63]. The actual bond switching and bond loss processes occur in materials asynchronously
and inhomogeneously, near defect cores such as dislocations and cracks. Nonetheless the ideal
strengths, which correspond to homogeneous straining of the bonds, reveal much about the brittle
versus ductile tendencies of a material. A systematic trend has been discovered by comparing
rtensile

ideal to rshear
ideal in 22 simple metals and ceramics [58]. It was found that rshear

ideal =rtensile
ideal is relatively small

in metals compared to ceramics; and within metals, the more ductile the metal, the smaller is
rshear

ideal =rtensile
ideal , so the shear dissipation channel is triggered frequently long before the stress can rise

high enough to trigger decohesion.
Large electronic-structure changes are expected to occur in materials in the ultra-strength regime

[7,8,14,9,10,20]. For example, reaching ideal shear strength in semiconductors can be related to
vanishing of the band gap and electron de-localization [6,54]. Under high pressure, metals like lithium
and sodium can turn semiconducting [83,84], and become optically transparent [21]. These
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striking stress effects on physi-chemical properties should be anticipated because bond breaking is
fundamentally an electronic phenomena, and ultra-strength means getting somewhat ‘‘close” to spon-
taneous bond breaking. In contrast, if a material is not in the ultra-strength regime, for example in
conventional materials where the elastic strain typically stays below 0.2%, then it is unlikely to expe-
rience striking changes in its electronic structure and its physi-chemical properties are not likely to be
dramatically different from those of the stress-free material; at most, it may experience linear effects
like piezoelectricity.

A vast space for material property exploration and tuning thus opens up with elastic strain engi-
neering [3,6–39], if we can elevate the ‘‘practical strength” of materials to ultra-strength. Feynman’s
statement ‘‘there’s plenty of room at the bottom” [78] again proves to be visionary, because introduc-
ing nanoscale microstructure is a main method of achieving ultra-strength. In this article, we will
review how much we understand about different inelastic relaxation mechanisms, so we can purpose-
fully defeat them and maintain pervasive high stresses in a prescribed space–time domain. Given how
much was already gained in human civilization by tuning the continuous chemical composition of
materials, it is quite exciting to speculate on how much are yet to be gained by tuning the six elastic
strain variables, now that ultra-strength is an experimental reality (Section 3). One may even argue
that continuous elastic strain has certain advantages over continuous chemical composition, since
elastic strain can be changed very quickly in situ, and does not require implantation, diffusion or
annealing.

3. Ultra-strength experiments

In 1949 Bragg and Lomer reported an experimental investigation of in situ deformation of an ex-
tended raft of bubbles floating on a soap solution [85,86], and found the bubble crystal can deform
elastically up to shear strain about 10%. So the bubble raft qualifies as an ultra-strength system.
When they compared the measured elastic limit with theoretical estimate of ideal shear strength
using a bubble-bubble interaction pair potential [87], they even noted that the experimental elastic
limit ‘‘cannot be simply correlated with the critical shear strain for an infinite lattice, because in
this experiment the dislocations start from a free edge”, so the ‘‘surface ideal strength” [61,62]
rather than ‘‘bulk ideal strength” should be the more appropriate benchmark. Many years later,
by applying indentation load with a perfectly round indenter, the maximum in shear stress was
achieved inside the bubble crystal in a controlled manner, and homogeneous dislocation nucleation

Table 1
Measured strength of lm-diameter sized whiskers (adapted from [97]).

Material Max elastic strain (%) Method of testing Method of growth Reference

Fe 4.9 Tension Halide reduction [96]
Cu 2.8 Tension Halide reduction [96]
Ag 4.0 Tension Halide reduction [96]
Au 1.9 Tension [99]
Ni 1.8 Tension Halide reduction [96]
Si 2.0 Tension Halide reduction [100,101]
Zn 2.0 Tension Vapor condensation [102]
NaCl 2.6 Tension Precipitation [103]
SiO2 5.2 Tension Vapor condensation [97]
Al2O3 3.0 Tension Vapor condensation [97]
MoO3 1.0 Tension Vapor condensation [97]
C 2.0 Tension Vapor condensation [97]
Sn 2–3 Bending Growth from solid [95]
Ge 1.8 Bending Halide reduction [101]
ZnO 1.5 Bending Halide reduction [101]
ZnS 1.5 Bending Vapor condensation [104]
LiF 3 Bending Cleavage [105,97]
MgSO4�7H2O
Hydroquinone, etc. >2 Bending Precipitation [106]
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was observed [88–93]. The bulk ideal strength was achieved in this case. Note that because the
bubbles themselves are macroscopic objects (0.2–2 mm in diameter), the effect of thermal fluctua-
tions is negligible at the bubble crystal level. Thus effectively the bubble crystal mimics a T = 0 K
crystal.

For real atomic crystals at finite temperatures, in 1924 G.F. Taylor performed mechanical tests on
30 lm diameter antimony wire, and found ‘‘it may be bent repeatedly without breaking” [94],
although bulk antimony is very brittle. Taylor estimated the tensile strength of his antimony wires
to be 180–220 MPa. Since the Young’s modulus of antimony is 55 GPa, the maximum elastic strain
achieved in the wire is 0.4%, approaching but still not in the ultra-strength regime.

In 1952 Herring and Galt performed experiments on tin whiskers 1.8 lm in diameter, and found
those whiskers can ‘‘sustain large strain without creep”. They showed that an elastically bent whisker
sustaining maximum tensile strain of 0.6% – after a week in this position – straightened out perfectly
when the restraints were removed. Herring and Galt estimated these whiskers can sustain 2–3% elas-
tic strain [95]. This is in contrast to bulk tin, which can only sustain about 0.01% elastic strain before
yielding in simple uniaxial tension [95].

Brenner subsequently performed tension tests on a variety of whiskers with low initial defect den-
sity, typically lm scale in diameter and mm scale in length [96,97], at finite temperature. Table 1 also
presents some other strength measurements on ceramic and metallic whiskers performed in the
1950s. These results demonstrated that ultra-strength is indeed achievable. Although whiskers
sounded ‘‘small” in the 1950s, dramatic miniaturization of devices has occurred in the last few dec-
ades so that now many material components in commercial microchips and MEMS/NEMS devices
[98] are dwarfed in size by these whiskers of the 1950s. Elastic strain engineering is now an industrial
reality, in the form of Strained Silicon technology [34–39] in microchips, and poised to become real-
ities in other domains of nanotechnology, as surely as chemical metallurgy – the engineering of con-
tinuous chemical composition – spread in civilizations.

For widespread adaptation of elastic strain engineering, four major scientific challenges need to be
overcome: (a) how to synthesize material systems that can potentially sustain ultra-high elastic strain,
(b) how to experimentally control the loads and measure the strain/stress using advanced, miniatur-
ized instrumentation, (c) how to measure, understand and predict the dependencies of physi-chemical
properties (electronic, magnetic, optical, phononic, thermoelectric, catalytic, etc.) on elastic strain, and
(d) how to understand the different mechanisms by which stored elastic strain energy can relax from
the material component, so ultra-strength can be reliably achieved and designed for different temper-
atures, sizes and expected service lifetimes.

For Challenge (a), in the last two decades a large number of nanoscale objects and nanostructured
materials have been synthesized, such as nanotubes, nanowires, nanoparticles, bulk nanocrystals,
nano-porous materials, and thin films and multi-layers. Many are potentially ultra-strength systems
ready for elastic strain engineering. In Table 1 of Ref. [2] there is a sample list of mechanical strength
measured for carbon nanotubes, ceramic and metallic nanowires, nano-spheres and graphene. One
can be convinced from these data that ultra-strength can be achieved in a diverse number of systems,
and sometimes very close to the theoretical strength. For Challenge (c), physical and chemical mea-
surements [8–10,14,15,17–19,21,24,25,27–30,32,34–39] combined with first-principles and semi-
empirical modeling [3,6,7,11–13,16,20,22,23,26,31,33,82–84] are needed, which is quite involved
and may be the subject of another review. Challenges (b) and (d) fall in the realm of mechanics of
materials, and are the main subjects of this review.

In relation to (d), Brenner noted that silver whiskers ‘‘exhibited considerable plastic deformation
prior to fracture”, while Cu and Fe whiskers ‘‘snapped without any observable amount of plastic defor-
mation”. Some ceramic whiskers certainly failed by what appeared to be cleavage fracture
[104,103,100,101,107,108]. Thus both plasticity (bond switching) and fracture (bond loss) channels
of dissipation may be activated, driven by the nucleation and motion of defects such as dislocations
[64,65], grain boundaries [109–113], deformation twins [66,114,77], cracks [67], and point defects
[69,70], which can also interact with each other in intricate manners. To experimentally resolve the
evolution dynamics of defect populations inside ultra-strength materials, for (d), advanced character-
ization techniques, using for instance in situ electron microscopy [109,111,115–117], in situ X-ray
[118,119] and neutron [120] diffraction, etc. are needed. The confluence of advanced mechanical
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testing and advanced characterization techniques [121,122] is often the experimental basis for making
further progress in (d).

Here we make note of several significant experimental developments since the 1950s. The first is
the invention of atomic force microscopy (AFM) [123] and a related method, nanoindentation,
where a sharp conical or pyramidal tip is pushed into a material half-space and both the indenta-
tion force and displacement are measured [124]. The tip of the mechanical probe is not perfectly
sharp, of course, the radius of curvature of which can be estimated from the elastic part of the
indentation response. Nanoindentation means the radius of curvature of the probe tip is of nano-
scale dimension, from several hundred to a few nanometers. Table 1 of Ref. [80] shows the esti-
mated peak shear stresses occurring inside the material during nanoindentation experiments,
when serrated, inelastic displacement bursts occur. A feature of the typical nanoindentation exper-
iment is the extremely large stress gradient, where very high stresses are induced in local material
volumes but the stress falls off rapidly as one leaves the indented spot. In a typical nanoindentation
experiment, even if the material itself has no intrinsic microstructural lengthscale, for instance a
perfect crystal, a lengthscale is introduced in the measurement which is the mechanical probe size.
The so-called strain-gradient plasticity [125–127] theory has been developed to rationalize the dra-
matic increase in measured strength with decreasing probe size. In this case, the microstructural
lengthscale is related to the buildup of plastic strain gradient and geometrically necessary disloca-
tions [128]. Although supposedly of a different origin from the uniformly tensile loaded whiskers in
Brenner’s experiments [96,97,99,108,129], both kinds of measurements tend to satisfy the trend:
‘‘smaller is stronger”.

Another significant experimental development is that fully dense, bulk nanostructured materials
such as nanocrystals [130–132] and nanotwinned materials [133–135] are now routinely synthesized,
and their macroscopic flow strengths measured by traditional means are also exceedingly high com-
pared to materials with conventional microstructures. Similarly, thin films [136], nanostructured mul-
tilayers [137,138] and coatings [139] can sustain exceptionally high stresses as well. The Hall–Petch
power-law relation

rthreshðdÞ ¼ r0
thresh þ kd�a ð1Þ

where d is a characteristic lengthscale, and r0
thresh, k and a are d-independent positive constants, was

originally used to correlate the measured yield strength [140] or cleavage strength [141] of a bulk me-
tal with the grain size. The power-law (1) is however a convenient fitting form for size effect and now
used to numerically represent the ‘‘smaller is stronger” trend for a variety of measured strengths in
materials, be d the mechanical probe size [124], the exterior sample size [142,77] or thin film thick-
ness [136], or an interior size scale like the grain size [130–132], twin lamella thickness [133–135] or
multi-layer spacing [137,138].

Ultra-strength can even be achieved in bulk materials without pre-existing nanostructures. For in-
stance, titanium-based Gum metals with initial grain size �101 lm are demonstrated to have an elas-
tic strain limit of �1% under uniaxial tension [143]. This anomaly has been attributed to a singularity
in the crystal’s elastic compliance as a function of electron filling in the alloy [60]. Certainly, many bulk
materials can sustain exceedingly high pressures indefinitely without phase transformation [144]. The
uniform hydrostatic pressure is applied experimentally by using, for instance, a diamond anvil cell and
pressure transmitting media such as silicone oil. The effects of high pressure on the physical properties
of materials are well recorded [24,26,83,84].

In 2004 Uchic et al. published an experimental investigation in which micro-pillars were sculpted
out from a substrate using focused ion beam (FIB) [145,146], and the mechanical properties of the pil-
lars were tested using indenter with a flat punch head [147]. The benefits of this approach are that
small-volume samples can be extracted out of almost any material, the sample geometry and stress
conditions are relatively simple (smaller strain gradients), and the sample size can be continuously
tuned, to study strength–size correlation. A large variety of metallic and ceramic materials have been
tested this way. In particular, when the pillar diameter is reduced to below a few hundred nanometers,
the pillar becomes electron transparent, which enables in situ transmission electron microscopy (TEM)
observations, concurrent with load–displacement measurements [116,117,77]. The direct observation
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of internal microstructural evolution takes much guesswork out of interpreting the load–displacement
curve. Also, in situ X-ray and electron backscattering diffraction [148] can be used to track lattice elas-
tic strain, lattice rotation and dislocation density evolution inside the pillars. These advances in
experimental diagnostics [149,142], along with atomistic and mesoscale modeling of defect evolutions
[150–153], are leading to deeper insights into the fundamental characters of stress relaxation in small-
volume materials, and spatio-temporal and statistical features such as intermittency [154,155] and
localization [156].

Because FIB processing introduces surface damage, there have been attempts recently at obtain-
ing FIB-less samples [157–160] that have low (or zero) initial mobile defect density. The measured
strengths of these small-volume components can indeed be quite sensitive to the fabrication meth-
od, because the existence of a single Frank–Read type mobile dislocation source [161] may matter
a great deal to the subsequent mechanical response of small components. Also, uniaxial compres-
sion tests tend to introduce complications due to bending and friction, so instrumented uniaxial
tensile test protocols at micro- and nano-scales are currently under active development
[159,160,162,163].

Still going down in characteristic size scale, the mechanical testing of metallic and semiconducting
carbon nanotubes [164–169], nanowires [170–173], nanoparticles [174,122], etc. have revealed that
these nanoscale components can indeed sustain exceedingly large deviatoric or tensile elastic strains
indefinitely. See Table 1 of Ref. [2] for a list of measured strengths, normalized by the elastic modulus.
It seems that the ‘‘ceiling” of strength, the ideal strength, are indeed being approached in many of
these material components when the characteristic lengthscale reaches tens of nanometers. The same
conclusion that ideal strength is being approached experimentally was drawn by Volkert and cowork-
ers [175] in rationalizing the measured strength of nanoporous Au, when individual metal ligaments
were tens of nanometers in diameter.

An extreme limit of nanoscaling is monolayer graphene which is only one atomic layer thin [176],
but can extend hundreds of microns in-plane. Using AFM, Lee et al. performed indentation on free-
standing graphene suspended on top of a micron-sized hole [177]. From the load–displacement re-
sponse, they extracted the non-linear elastic response of graphene, and inferred a biaxial tensile
elastic strain limit of 25% and stress limit of �E/8, where E is Young’s modulus. The measured result
is very close to the ideal strength calculated ab initio from quantum mechanics [3].

Similar to stress, temperature is an important controlling factor of inelastic deformation. Although
one expects the majority of ESE applications to be near room temperature, such as the present
Strained Silicon technology [29–33,23,34–39], there are many possible scenarios where high temper-
ature capability would be desirable. Currently, although exquisite force and displacement controls
have been achieved with experimental instrumentation, the control of temperature is not as advanced.
For instance, so far there have only been a few systematic attempts at temperature-controlled nano-
indentation [178–182]. Surface diffusion and other non-conservative processes may be actively in-
volved in stress relaxation at very small probe sizes [183] or elevated temperatures [184]. By
applying Joule heating using a scanning probe inside TEM, Huang et al. have demonstrated large plas-
tic elongations (>100%) of nominally rigid single-wall carbon nanotubes [185], attributed to vacancy
diffusion and dislocation climb [186–188] in graphene. High temperatures can cause extensive recon-
struction and annealing of the nanostructures [189,190], which upon cooling to room temperature
may be suitable for ultra-strength applications.

Like temperature, the environment (chemical environment, irradiation, etc.) may also greatly influ-
ence the mechanical properties of material components. It was found, for instance, that ZnO nanobelts
stiffen significantly upon exposure to photon illumination [191]. Controlled studies of these environ-
mental effects on strength, as well as their coupling with physical and chemical properties, are impor-
tant for assessing the service life of ultra-strength components.

4. General theoretical considerations

The upper limit of material’s strength is the ideal strength, defined as the highest stress a perfect
crystal can sustain without undergoing immediate structural transformation at temperature 0 K. The
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ideal tensile and shear strength can be estimated as 1/10 of the elastic modulus, as discussed in Sec-
tion 2. The specific value of ideal strength depends on material’s composition and all the components
of applied strain. They can be quantified by using the ab initio quantum mechanical calculations,
which give typical values in the range of 1–100 GPa. So we consider the ultra-strength behavior as
a GPa-level phenomenon, for typical hard inorganic materials.

For bulk crystals, the experimentally measured strengths are far below the theoretical values. The
low strength arises because there are usually a large number of grown-in defects (e.g., dislocations or
cracks) in the sample. In well-annealed crystals, the dislocation density is initially low. But it increases
rapidly once deformation starts, due to, for example, double cross slip and other Frank–Read type mul-
tiplication processes [192]. The yield strength of crystals is then limited by the resistance to disloca-
tion motion, typically a factor of 100 below the ideal strength or even more in coarse-grained samples.

Recent years have seen rapid growth of experimental studies on ultra-strength material systems
and phenomena. This is largely enabled by the refinement of nanoscale mechanical experiments
which allows one to study the near-ideal-strength behavior quantitatively in a controlled fashion,
as reviewed in Section 3. Generally speaking, the attainment of ultra strength can result from both
the lengthscale and timescale effects.

4.1. Lengthscale effect

The strength of materials with pre-existing defects can be increased by reducing systems’ charac-
teristic lengthscales. The strength-controlling lengthscale can be the sample size, grain size, layer
thickness or contact loading zone size. In crystals, the strengthening mechanism is typically based
on the blockage or elimination of dislocations. Whereas the well-known Hall–Petch strengthening ef-
fect [140,141] in polycrystalline metals arises because of dislocation blockage, the ultra-strength in
nanoscale pillars is a representative example of strengthening by dislocation elimination [193]. Vari-
ous detailed mechanisms of size-strengthening will be reviewed in Section 5. Parenthetically, in amor-
phous materials such as metallic glass, the room for strength improvement is limited, because the
yield strength of macroscopic monolithic glasses are already in the ultra-strength range, of around
2% elastic strain at room temperature [194–196]. A more significant effect of reducing the lengthscale
is to suppress the shear band instability, thereby increasing the tensile ductility, as shown in metallic
glass samples with dimensions of the order of 100 nm [197] and hybrid crystalline–amorphous nan-
olaminates [138,198].

4.2. Timescale effect

Ultra-strength phenomena are closely related to the observation timescale, as manifested by the
dependence of strength on loading rate and temperature. To understand the strength, temperature,
and timescale relations, one needs to know the controlling deformation mechanism. Then the kinetic
rate theory can be used to link time and strength. Generally, increasing temperature can lower the
strength because of thermal fluctuations in assisting the activation of the stress–relaxation mecha-
nism. Since thermal activation requires a waiting period, the rate mechanism is naturally associated
with a characteristic time and the strength becomes rate dependent [199]. Fundamental concepts
in the kinetic rate theory of strength, with emphasis on the activation volume as a kinetic signature
of deformation mechanism, are reviewed next.

A unit process of strength-controlling structural transformation can be characterized by two types
of quantitative measures: the athermal (ideal) strength and activation parameters. The former mea-
sures the zero-temperature elastic limit, at which the structural transformation occurs instanta-
neously without the aid of thermal fluctuations. The latter, including the activation energy and
activation volume, characterizes the probabilistic nature of transformation when the applied load is
below the athermal limit. Specifically, at a given temperature T and applied shear stress s, the trans-
formation rate is

m ¼ Nm0 exp �Qðs; TÞ
kBT

� �
: ð2Þ
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Here m0 is the physical trial frequency, N is the number of equivalent sites of transformation, kBT is the
thermal energy, and Q is the activation free energy whose magnitude is controlled by the local shear
stress s along with the temperature. The athermal (ideal) strength corresponds to the critical stress,
giving zero activation energy.

To develop a quantitative sense of Eq. (2), it is instructive to consider some numbers. The physical
trial frequency m0 is typically on the order of 1011/s as dictated by the atomic vibration. For the trans-
formation observable in typical laboratory experiments, the rate m should be of the order of say 10�2/s,
so that the activation energy needs to be around 30kBT [200]. For example, a process with a barrier of
0.7 eV would be relevant to laboratory experiments at room temperature (kBT � 1/40 eV). For compet-
ing processes with the same activation energy, one can determine the operating mechanism by finding
the activation volume, equivalently, the rate sensitivity. Specifically, the sensitivity of the transforma-
tion rate to stress can be measured by the true activation volume X defined as

Xðs; TÞ � � @Q
@s

����
T

� kBT
@ lnðmÞ
@s

: ð3Þ

Physically, the activation volume is proportional to the number of atoms involved in a thermally
activated process, such that it measures the individualistic and collective nature of transition.
During thermal activation, the stress does work on the activation volume to assist the transition
by reducing the effective energy barrier. Different rate processes may have drastically different
characteristic activation volumes, e.g., X � 0.1b3 for lattice diffusion versus X � 1000b3 for disloca-
tion Orowan looping in coarse-grained metals. As a result, activation volume can serve as an
effective kinetic signature of deformation mechanism. Note that Eq. (3) can be generalized to a
definition of the activation volume tensor when all the stress components are considered
[200,80]. Albeit its broad implications, the concept of tensorial activation volume will be only
discussed briefly in the context of diffusive deformation mechanisms in Section 6. In this review,
we focus on the simple scalar form of X for highlighting its physical characteristics and usefulness.
Importantly, the activation volume can be determined by both experiment and atomistic modeling,
thus providing a unique link in coupling the two approaches for revealing the rate-controlling
deformation mechanisms.

In experiments, the activation volume can be determined by measuring the strain rate sensitivity.
Consider, as an example, uniaxial tension of a polycrystalline specimen. The empirical power-law rela-
tion between stress r and strain rate _� is

r
r0
¼

_�
_�0

� �m

; ð4Þ

where r0 is the reference stress, _�0 is the reference strain rate, m is the non-dimensional rate sensitiv-
ity index and generally in between 0 and 1; m = 0 gives the rate-independent limit and m = 1 corre-
sponds to the linear Newtonian flow. The apparent activation volume X* is conventionally defined
as [201]

X� �
ffiffiffi
3
p

kBT
@ ln _�
@r

: ð5Þ

Combining Eqs. (4) and (5), one can readily show that m is related to X* by

m ¼
ffiffiffi
3
p kBT

rX�
: ð6Þ

In Eqs. (5) and (6), the factor of
ffiffiffi
3
p

arises because the von Mises yield criterion is invoked to convert
the normal stress r to the effective shear stress s*, i.e., s ¼ r�=

ffiffiffi
3
p

. Since s* is related to the resolved
shear stress on a single slip plane s by s� ¼ M=

ffiffiffi
3
p

s, where M = 3.1 is the Taylor factor, it follows that
the true activation volume X associated with a unit process and the apparent activation volume X*

measured from a polycrystalline sample are related by

X� ¼
ffiffiffi
3
p

M
X: ð7Þ
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The activation volume and rate sensitivity provide a direct link between experimentally measurable
plastic flow characteristics and underlying deformation mechanisms. However, this link can be
complicated by such important factors as mobile dislocation density and strain hardening, as dis-
cussed in Section 5.6.

In atomistic modeling, the stress dependent activation energy can be calculated by using the reac-
tion pathway sampling technique. In a first approximation of the temperature effect on the activation
free energy Q(s,T), one may assume [202,152]

Qðs; TÞ ¼ Q 0ðsÞ 1� T
Tm

� �
; ð8Þ

where Tm denotes the melting temperature and Q0(s) is the activation energy on the zero-T potential
energy surface (PES). It follows that the activation volume X(s,T) = (1 � T/Tm)X0(s), where X0 � �dQ0/
ds. The prediction of the transformation rate is then reduced to a problem of finding the minimum
energy path (MEP) [203] of transformation on the zero-T PES. Namely, Q0(s) can be calculated as
the energy difference between the saddle point and initial equilibrium state on the MEP, and m0 is
vibrational frequency of the normal mode in the MEP reaction coordinate direction at the initial equi-
librium state. One can determine the MEP by using, for example, the nudged elastic band (NEB) meth-
od [203,204] for an efficient exploration of the PES.

In Eq. (8) the ratio of Q0(s)/Tm corresponds to the activation entropy. There is a well-known Meyer–
Neldel empirical compensation rule [205], which suggests that activation entropy is likely to correlate
with Q0(s) by Q0(s)/TMN, where TMN denotes the Meyer–Neldel temperature. This rule was obeyed by a
extremely wide range of kinetic processes and it has been justified on the basis of multi-phonon com-
binatorics inside the activation volume [206]. The particular choice of Tm as TMN seems to be reason-
able in the context of dislocation nucleation. Namely, Q0(s,Tm) = 0 when T = Tm, meaning that even a
small stress should lead to dislocation nucleation immediately at the melting temperature. Eq. (8)
has been invoked in the study of surface dislocation nucleation [152], as reviewed in Section 5.1.3,
where Tm is replaced by a surface disordering temperature. Recently, temperature dependent activa-
tion energies was directly evaluated by Warner and Curtin [207] in their study of crack-tip dislocation
nucleation.

5. Deformation mechanisms: shear and fracture

The line defect of dislocations, through self-similar translations in crystals, offers a highly efficient
means of producing plastic shear strain. In Sections 5.1–5.6, the dislocation-based deformation mech-
anisms in ultra-strength materials are reviewed. Under high stresses, the non-dislocation shear, such
as deformation twinning and martensitic (shear) transformation, can also play an important role in
plastic deformation. This will be addressed in Section 5.7. As a competing mechanism to shear, frac-
ture can occur in ultra-strength materials, as discussed in Section 5.8. In these sections, we focus on
the mechanisms in crystalline materials, while noting that deformation of amorphous solids often
operates at very high stresses; the deformation mechanisms in metallic glasses have recently been re-
viewed by Schuh et al. [195].

5.1. Dislocation nucleation

Ultra-strength can be achieved in a small volume of defect-free, perfect crystal. At low tempera-
tures, the strength of a perfect crystal is limited by dislocation nucleation in the bulk or from the sur-
face, depending on the sample geometry and loading mode. Homogeneous dislocation nucleation in a
bulk perfect crystal has been observed in experiments of atomic model systems of bulb raft [88] and
colloidal crystal [91–93], as well as in atomistic simulations [89,124].

5.1.1. Athermal nucleation and influence of the stress state
Athermal dislocation nucleation in a perfect crystal is caused by the elastic instability of the lattice

under large shear stress; equivalently, it occurs when the energy barrier of nucleation vanishes. It has
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been common to use the critical resolved shear stress (CRSS) as the athermal threshold of instanta-
neous nucleation or motion of a dislocation; for example, the well-known Peierls stress refers to
the critical load of motion of a pre-existing dislocation [208]. However, caution should be taken for
the case of homogeneous dislocation nucleation because the corresponding CRSS depends sensitively
on stress components other than shear [209,210]. In general, the single-valued CRSS should be only
considered as an order-of-magnitude estimate.

One can invoke the non-linear theory of hyperelastic instability to precisely determine the ather-
mal threshold of homogeneous nucleation [211]. Such kind of nucleation analysis can account for the
influences of different stress components, crystal anisotropy, and elastic softening at large deforma-
tion. An atomistics-based hyperelastic instability criterion, termed k-criterion, has been developed
that balances the elastically softening tangent modulus and the GPa-level high stress at large shear
[89]. Using this criterion, the critical nucleation conditions at zero Kelvin have been predicted, includ-
ing the nucleation site, critical stress, and activated slip system [90,210,212–214]. Fig. 1 shows, as an
example, predictions of dislocation nucleation for single crystal Cu subjected to nanoindentation. The
influence of crystallography on nucleation is evidently shown in the figure; different values of CRSS
and effects of elastic softening for each indentation orientation are detailed in [213]. Such criterion
can be generalized to crystals with multi-lattices [214–216] and applied for predictions based on
quantum mechanical calculations [212,217].

It should be emphasized that the k-criterion depends on the local measures of stress and tangent
elastic modulus. As a result, it is only applicable when the variation of deformation is not too large at
the atomic scale. Recent studies have questioned the number of atoms that should be included for the
local instability criterion [218,219]. These raise a general question on the size of the material element
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Fig. 1. Homogeneous dislocation nucleation during nanoindentations on the (111), (110), and (100) surfaces of single crystal
Cu [210,213]. (a) Schematic illustration of predicted nucleation sites (stars). (b) Simulations of nanoindentation using the
interatomic potential finite element method (IPFEM); circles indicate the nucleation sites visible on the surface of the finite
element mesh. (c) Molecular dynamics simulations showing nucleation of dislocations; atoms are colored by the coordination
number and perfectly coordinated atoms are removed for clarity.
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below which such type of criterion is invalid. Clearly, for the case of dislocation nucleation from an
atomically sharp crack, atomic bonds near the crack tip are at every stage of elongation and rupture,
so that both the atomic-level stress and strain vary drastically at the scale of the lattice. Under these
circumstances, the local instability criterion is expected to break down. An accurate analysis should
account for the non-local effect of nucleation on system’s energy, e.g., Rice [220] proposed an en-
ergy-based nucleation criterion that balances the elastic energy release rate of the system and the en-
ergy penalty associated with formation of a dislocation embryo as characterized by unstable stacking
energy.

Free surface can play an important role in dislocation nucleation [221–223]. Bei et al. [158] mea-
sured different shear strengths in the nanoindentation and uniaxial compression tests of Mo-alloy sin-
gle crystals, and obtained �1/8l versus �1/26l. They attributed this strength difference to the higher
critical shear stress required to nucleate a full dislocation loop in the bulk as opposed to a half loop at a
surface. Theoretical analysis of surface or edge dislocation nucleation is complicated by the presence
of surface stress [222,224] or edge stress in 2D graphene [225]. This issue arises due to the bonding
environment of surface atoms different from that of the bulk atoms. The athermal nucleation from
the surface can, in principle, be modeled within the hyperelasticity framework by modifying the k-cri-
terion with an appropriate description of the surface stress effect [226].

5.1.2. Thermally activated nucleation
Increasing temperature can lower the strength because of thermal fluctuations in assisting disloca-

tion nucleation. The effect of temperature on nucleation can be studied theoretically at three levels:
the continuum analysis based on the Volterra model of dislocation line [192,65], the Peierls concept
of a periodic stress–displacement relation across the slip plane [227–229], and direct atomistic sim-
ulation [204]. The first two approaches, as discussed in this subsection, provide a useful basis, at
the scaling law level, for understanding the nucleation stress as a function of geometrical and material
parameters. However, the non-linear and atomic-sized nature of the nucleation process warrants the
atomistic analysis for quantitative predictions, as detailed in Section 5.1.3.

It is instructive to first consider the analysis by the Volterra dislocation line model for thermally
activated dislocation nucleation in a perfect crystal [192,92]. Two competing effects control the nucle-
ation process: an increase in the elastic energy associated with the formation of a dislocation loop, and
a decrease in the potential energy due to the work done by the local shear stress, s, acting on the area
of the loop. For the nucleation in a bulk crystal, the elastic energy of a loop of radius r is approximately
given by A(lb2r/2)ln(r/r0), where r0 is the radius of the dislocation core, b is the Burgers vector
magnitude, and A is a constant of order one. The mechanical work is �pr2sb. The activation energy
Q corresponds to the maximum of the sum of the two energies, as given by

Q

lb3 ¼
A
4

rc

b
ln

rc

r0
; ð9Þ

where the critical radius of the loop is

rc

b
¼ A

4p
s
l

ln
rc

r0
: ð10Þ

In order for the nucleation observable in laboratory experiments (e.g., at room temperature T = 300 K
and on the seconds-to-minutes time scale), the activation energy Q needs to be reduced to around
0.7eV � 30kBT. It follows that the shear stress s is estimated as l/10 from Eqs. (9) and (10). The cor-
responding rc is a few bs at most, which is on the size scale of dislocation core. Clearly, a quantitative
analysis of such an atomic-sized loop, which is most relevant to the ultra-strength phenomena in typ-
ical laboratory experiments, requires the non-linear model to explicitly account for the dislocation
core effect [230]. This is beyond the scope of the Volterra model.

Xu and Argon [231] studied the homogeneous dislocation nucleation in a perfect crystal under
shear based on a non-linear cohesive law that describes the stress–displacement relation across the
slip plane. By using a variational boundary integral method, they determined the saddle-point struc-
ture and associated activation energy of a dislocation loop. Numerical results showed that when the
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applied shear stress, s, is at 50% of the athermal nucleation stress, sc, the activation energies are still at
the level of ten to a few tens of eVs for metals such as Au, Cu, Al, and a covalent solid of Si. These large
values reinforce the notion that the homogeneous dislocation nucleation requires ultra-high stresses
close to the ideal strength. Similar conclusions were drawn for the surface nucleation of a half loop
[65,232,233].

5.1.3. Temperature and strain-rate dependence of nucleation stress
Direct molecular dynamics (MD) simulations have been performed to explore the temperature and

strain-rate dependence of dislocation nucleation [234,235,223,236–241]. To overcome the limitations
of exceedingly high stresses and strain rates in MD, the statistical models have been developed that
integrate direct MD simulations, transition-state theoretical analysis, and reaction pathway calcula-
tion [242,152]. Consider, as an example, surface nucleation in a Cu nanopillar under a constant applied
strain rate [152]. Because of the probabilistic nature of thermally activated nucleation processes, the
nucleation stress has a distribution even if identical samples are used. The most probable nucleation
stress is defined by the peak of the frequency distribution of nucleation events. Specifically, the statis-
tical distribution of nucleation events is the product of an nucleation rate that increases in time and a
likelihood of pillar survival without nucleation that decreases with time. These two competing effects
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Fig. 2. Temperature and strain rate dependence of surface dislocation nucleation [152]. (a) Nucleation of a partial dislocation
from the side surface of a single crystal Cu nanowire under uniaxial compression. (b) Under a constant strain rate, a peak of
nucleation events arises because of the two competing effects: the increasing nucleation rate with time (stress) and decreasing
survival probability without nucleation. (c) Nucleation stress as a function of temperature and strain rate from predictions
(solid lines) and direct molecular dynamics simulations (circles). (d) Illustration of the surface effect on the rate-controlling
process and the size dependence of yield strength in micro- and nano-pillars of diameter d under compression.
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lead to a maximum at a specific time (stress) as illustrated in Fig. 2b. The nucleation stress, therefore,
represents the most likely moment of nucleation under a particular loading rate. It is not a constant.

Based on the above nucleation statistics-based definition, Zhu et al. [152] developed a non-linear
theory of the most probable nucleation stress as a function of temperature and strain rate. Here,
the non-linearity arises primarily because of the non-linear stress dependence of activation energy,
which can be numerically determined using the reaction pathway calculations. A key result from their
analysis is that the activation volume associated with surface dislocation source is in a characteristic
range of 1–10b3, much lower than that of bulk dislocation processes, 100–1000b3. The physical effect
of such small activation volume can be clearly seen from a simplified linear version of the theory, giv-
ing an analytic formula of the nucleation stress

r ¼ ra �
kBT
X

ln
kBTNm0

E _�eX
; ð11Þ

where ra is the athermal stress of instantaneous nucleation and E is Young’s modulus. Notice that the
nucleation stress r has a temperature scaling of T lnT, and the activation volume X appears outside the
logarithm, such that a small X associated with a surface source should lead to sensitive temperature
and strain-rate dependence of nucleation stress, as quantitatively shown in atomistic simulations, see
Fig. 2c. In nano-sized volumes, surface dislocation nucleation is expected to dominate, as supported by
recent experiment [158]. As schematically shown in Fig. 2d, the strength mediated by surface nucle-
ation should provide an upper bound to the size-strength relation in nanopillar compression experi-
ments. This upper bound is strain-rate sensitive because of the small activation volume of surface
nucleation at ultra-high stresses.

5.2. Dislocation exhaustion

What if mobile dislocations pre-exist in small-volume materials? Under such conditions, ultra
strength can be achieved by dislocation exhaustion. This has been experimentally measured in crys-
tals of very small dimensions where the few dislocations present cannot multiply sufficiently before
they are annihilated at free surfaces. Greer et al. [243,193] measured uniaxial compression strength of
Au pillars fabricated using focused ion beam (FIB). As shown in Fig. 3, when the pillar diameter is
reduced to 300 nm, the compressive strength is increased to about 800 MPa, a value approximately

Fig. 3. Experiment of uniaxial compression of h001i-oriented gold pillars, showing the size strengthening effect [193]. (a)
Stress–strain curves with different pillar diameters D. (b) SEM image of the compressed pillar after deformation. Slip lines in
multiple orientations indicate a homogeneous shape change.
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50 times higher than for bulk Au. Volkert and Lilleodden [149] have reported similar high strength for
single crystal Au pillars in diameter about 300 nm. In addition, Volkert et al. [149] have investigated
nanoporous Au by uniaxial compression. Using the scaling laws for foams, they estimated the yield
strength of the 15 nm diameter ligaments to be about 1.5 GPa. All of these experimental values are
extremely high for Au, close to the theoretical predictions of ideal shear strength from density func-
tional theory (DFT) calculations, i.e., 850 MPa–1.4 GPa, depending on the loading mode [58].

Greer and Nix [193] have explained the ultra-strength in Au nanopillars based on the concept of
dislocation starvation [244]. Unlike bulk samples, dislocations in nanopillars can travel only very small
distances before annihilating at free surfaces, thereby reducing the overall dislocation multiplication
rate. Gliding dislocations leave the crystal more rapidly than they multiply, decreasing the overall dis-
location density. Such processes would lead to a dislocation-starved state requiring very high stresses
to nucleate new mobile dislocations.

To support the hardening mechanism by dislocation starvation, Greer et al. [243] have compared
the stress–strain behavior of Au pillars with that of Cu whiskers in micron diameters [96]. These whis-
kers initially contained a small number of defects (dislocations). The initial elastic loading leads to a
very high yield stresses followed by huge strain softening and flow at very small stresses. Unlike the
whiskers, the stress–strain curve of the gold nanopillars is composed of elastic loading segments sep-
arated by discrete displacement bursts throughout the deformation without a significant reduction in
the flow stress. This major difference between the whisker-like and the nanopillar behavior, that the
flow stress does not fall to a low value following the strain burst, strongly suggests that the pillars may
become dislocation starved just after each strain burst.

Shan et al. performed in situ nanocompression experiments of submicrometer nickel pillars inside a
transmission electron microscope (TEM) [116]. They directly observed the deformation of pillar struc-
tures and correlate the measured stress values with discrete plastic events. The experiments show that
the pillar structures contain a high density of initial defects after processing but can be made disloca-

Fig. 4. Sample-size effects on the yield behavior of nanocrystalline Ni [249]. (a) FIB-machined pillar array. (b) Compression
stress–strain curves for the two sets of pillars tested: 24 samples at a diameter of 160 ± 30 nm (red) and 15 samples at
272 ± 30 nm (blue). (c) Yield strength (Y1) versus pillar diameter (D) showing power-law behavior in compression. (d) A
median-rank (MR) Weibull statistical analysis for fitting the Weibull modulus m.
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tion free by applying purely mechanical stress. This phenomenon, termed mechanical annealing, leads
to clear evidence of source limited deformation where the hardening occurs through the progressive
exhaustion of dislocation sources, causing dislocation starvation. Recently, Oh et al. reported the in situ
TEM tensile tests of a submicrometer aluminum single crystal [117]. They observed that single-ended
sources emit dislocations that escape the crystal before being able to multiply. They also found that
the deformation is strain-rate sensitive. This was shown by a sudden increase in strain rate that causes
a noticeable surge in dislocation density as the nucleation rate outweighs the loss rate.

The dislocation starvation model was developed to interpret the size strengthening effect in nano-
pillars of face-centered cubic (FCC) crystals. Recent experiments showed that the size effects on the
flow stress in nanopillars of the body-centered cubic (BCC) crystal such as Mo is less pronounced
[245,246]. This difference has been attributed to the relative low mobility of screw dislocations in
BCC metals [153], which is related to the high Peierls barriers and non-planar core structures [230].
Experiments of different BCC nanopillars by Schneider et al. [247] showed that the relationship
between yield strength and pillar diameter correlated with the critical temperature Tc when screw
and edge dislocations have equal mobility. The results indicated that for temperature close to Tc,
where the influence of the low mobility of screw dislocations becomes negligible, the behavior of
BCC approaches that of FCC metals.

5.3. Sample-size effects on yield strength

Size effects on the yield strength of small crystals can be caused by the statistical nature of dislo-
cation sources [248]. In nanometer-sized volumes the number of potential dislocation sources is
severely limited, such that the yield events evolving from a single source become measurable, as man-
ifested by the displacement burst in a load-controlled test or load drop in a displacement-controlled
test. The statistical distribution of source strengths can lead to the fluctuation of yield strength for a
fixed sample size. More interestingly, it will also cause the sample size dependence of yield strength,
defined as the mean stress at the onset of the first ‘‘pop-in”. Here we review a study of sample size

Fig. 5. Strength-controlling dislocation mechanisms in multilayers operative at different lengthscales [137].
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effects in the yield behavior of nanocrystalline Ni pillars based on the statistical analysis of pop-in
events [249].

Consider metallic pillars under compression. If the first dislocation that is nucleated from a weak-
est-link source moves out of the crystal or into a grain boundary and the geometric configurations of
the source remains unaltered, one can expect continued nucleation from this source. Such continued
nucleations from the same source manifest in the stress–strain response as a displacement burst. As
long as this situation prevails and no other sources are activated, the weakest link scenario should be a
good statistical model of yield behavior. According to the Weibull statistics of the weakest link, the
yield probability is

Fðr; LdÞ ¼ 1� exp � L
L0

� �d r
r0

� �m
" #

; ð12Þ

where L is a characteristic sample lengthscale, d (=2 or 3) is the dimensionality number, r0 is the ref-
erence stress and m is the Weibull modulus. Using Eq. (12), Rinaldi et al. [249] showed that the yield
stress rY should satisfy the scaling law

rY � L�d=m: ð13Þ

In addition to the sample size effect, a statistical evaluation of d can further reveal whether surface
(d = 2) or volume (d = 3) defects control the observed yield behavior in pillars. Specifically, for a given
sample size L, one can determine the Weibull modulus m by the statistical analysis of the yield
strengths based on Eq. (12). From the yield stresses of pillars with different sizes d, one can fit the
power-law exponents b � �d/m using Eq. (13), so that the dimensionality number d can be
determined.

Fig. 4 shows the experimental measurements of plastic yielding in nanocrystalline Ni pillars by
Rinaldi et al. [249]. The yield strength versus pillar diameter is plotted in Fig. 4c, and the Weibull
statistical analysis of strength variation is given in Fig. 4d. Both the power-law exponent b and Weibull
modulus m were then determined. The results show that surface defects (d � 2) are most likely
responsible for plastic yielding in nanocrystalline Ni pillars. Evidently, both the sample size effects
and nature of underlying dislocation sources are revealed based on the weakest link model and
Weibull statistics. These results indicate that while extreme value statistics have been conventionally
applied for brittle fracture [67], they could play an important and previously unrecognized role in the
stochastic, jerky plastic flow at small scales [242,181,248,152].

Fig. 6. Ultra-high strength with high ductility in nano-twinned Cu (nt-Cu) [254]. (a) Uniaxial stress–strain curve of nt-Cu, as
compared with nanocrystalline (nc) and coarse-grained counterparts. (b) TEM image of twin lamellae. (c) High resolution TEM
image of a deformed sample showing the accumulation of dislocations at twin boundaries that are nearly dislocation free before
deformation.
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5.4. Dislocation–interface interaction

In thin films and layered materials, the strengthening arises from the constraints of surrounding
substrate and layers [250–253]. Achieving ultra-strength requires that the film and layer thickness
be in the range of a few to a few tens of nanometers. Under such conditions, the dislocation–interface
interaction is expected to play an important role in controlling the strength.

The effect of layer thickness on flow strength has been summarized by Misra et al. [137] for metal-
lic multilayers, see Fig. 5. They showed that a Hall–Petch type model based on dislocation pile-up is
applicable at the sub-micrometer lengthscales. At the few to a few tens of nanometers lengthscales,
confined layer slip of single dislocations is the operative mechanism; the strength is influenced by
interface stress and interface dislocation arrays. As layer thicknesses are further reduced to a few
nanometers or less, the strength reaches a peak. This peak strength is set by the interface resistance
to single dislocation transmission. For example, a strength peak has been clearly shown in a nanolay-
ered system of ultra-fine crystalline Cu with nanoscale growth twins when the average twin thickness
is around 15 nm [133].

The dislocation–interface interactions may not only give rise to ultra strength but also high ductil-
ity [134]. For example, Lu et al. [254] have reported experiments of an unusual combination of ultra-
high yield strength (�1 GPa) and high ductility (14% elongation to failure) in nano-twinned copper,
i.e., ultrafine-grained Cu (with grain size of several hundred nanometers) containing layered growth
twins, typically tens of nanometers in thickness, see Fig. 6. While the ultrahigh strength can be attrib-
uted to the size-strengthening effect of thin twin lamellae [255], the mechanistic connection between
retained high ductility and twinned nanostructures is not fully understood.

In bulk nanocrystalline metals the tensile ductility is known to be limited by the necking instabil-
ity. The associated strain localization in the neck region induce microscopic damage that rapidly pro-
gresses to final failure. The onset of necking has been extensively studied at the continuum level

2

1
3

a

b

Fig. 7. Atomistic reaction pathway modeling of twin boundary-mediated slip transfer reactions [204,271]. (a) Schematics of
dislocation–interface reactions based on double Thompson tetrahedra, showing an example of absorption of a lattice dislocation
into a coherent twin boundary. (b) Atomic configurations from the nudged elastic band method calculations; capturing of the
3D cross-slip process of absorption (mid-image) enables the predictions of activation energy, activation volume, and yield stress
consistent with experimental measurements.
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[256,257]. The central result is that the high strain rate sensitivity and high rate of strain hardening
can both help delay the onset of necking, thereby promoting the tensile ductility. To connect the
phenomenological theories with nanostructure-mediated plastic deformation, one needs to first
determine the rate-controlling mechanisms. The experiment by Lu et al. [258] showed that the
nano-twinned Cu increases the rate sensitivity (m � 0.02) by up to an order of magnitude relative
to microcrystalline metals with grain size in the micrometer range, and a concomitant decrease in
the activation volume by two orders of magnitude (e.g., down to X* � 20b3 when twin lamellae are
approximately 20 nm thick).

Zhu et al. [204] have studied the mechanistic origin of decreased activation volume and increased
rate sensitivity in the nano-twinned system. They analyzed slip transfer reactions between lattice
dislocation and coherent twin boundary (TB), involving dislocation absorption and desorption into
the TB and slip transmission across the TB. The dislocation–interface reactions have been studied
by experiments and molecular dynamics simulations [66,135,259–270]. To overcome the well-known
timescale limitation of molecular dynamics, Zhu et al. used the free-end nudged elastic band method
to determine the minimum energy paths of reactions, such that predictions of yield stress, activation
volume and rate sensitivity can be directly compared with experimental measurements. The modeling
predictions were consistent with experiments, thereby showing that the slip transfer reactions are the
rate-controlling mechanisms in nano-twinned Cu (see Fig. 7).

In slip-transfer reactions, small activation volume arises because only a small group of atoms are
involved during the cross-slip process of dislocation-TB reactions. This is in contrast to the large acti-
vation volume associated with the controlling mechanism of forest dislocation cutting in coarse-
grained crystals. In the latter case, the activation volume associated with dislocation bow-out can
be estimated by lb2 [272], where l denotes the length of dislocation line held between two pinning
points and the number of atoms involved in the activation process scales as l/b. For a forest cutting
process with a characteristic dislocation density q of order 100/lm2, i.e., l � 1=

ffiffiffiffiqp � 0:1 lm, a large
number of atoms are involved, leading to a big activation volume of about 100 � 1000b3 [273]. In con-
trast, the small activation volume in nano-twinned Cu can be attributed to the fact that the sample is
subjected to the ultra-high stress at the level of GPa, so that the stress work (rX) associated with a
small activation volume can lower the effective energy barrier to a level sufficient to initiate the
dislocation–interface reaction within the timescale (seconds to minutes) of laboratory experiments.

Besides the rate sensitivity, the dislocation-TB interaction can also cause an increase in the strain-
hardening rate, which may play a key role in tensile ductility. The modeling study by Zhu et al. [204]
indicated that in contrast to the general high angle grain boundaries in nanocrystals, which have a
limited capacity of hardening, the coherent TB is quite hardenable as it gradually loses coherence dur-
ing the initial stage of plastic deformation. This effective hardenability facilitates the accommodation
of incompatible deformation between adjacent twins; it raises the resistance of plastic flow, promotes
strain hardening, and helps retain tensile ductility. Also, the coherent TB is more resistant to tensile
decohesion compared to random boundaries [274–277] and, therefore, can store a larger amount of
deformation-induced incompatibility (interfacial dislocation content) before fracture occurs.

5.5. Intragrain versus intergrain mechanisms

Nanocrystalline metals and alloys represent an important class of ultra-strength materials. They
are single or multi-phase polycrystals with nanoscale grain size (1–100 nm). Several recent reviews
[130–132,278–281] have addressed the deformation mechanisms in nanocrystalline materials from
various experimental and modeling perspectives. Of particular note is that because of the increasing
volume of grain boundary materials with decreasing grain size, the deformation in nanocrystalline
materials can be critically influenced by the grain boundary mediated mechanisms [282–286], which
compete with the intragrain mechanisms such as intersection of bulk dislocations. The competition
between the intergrain and intragrain mechanisms on the overall mechanical response has been stud-
ied for coarse-grained materials [256,287,288], most of which focused on the regime of the low stress
and high homologous temperature for understanding the influences of diffusion flow.

Two theoretical models on the transition from the intragrain to intergrain mechanism [289,290]
are reviewed next. These models reveal the mechanistic underpinnings of grain size-dependent
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strength and activation volume. They not only can be applied to interpret experiments and atomistic
simulations, but also provide a mechanistic basis of developing the constitutive models, so that 3D
numerical simulations can be performed towards a quantitative understanding of the mechanical
behavior in nanocrystalline materials [132,291–295].

5.5.1. The strongest size
The ultra-strength phenomenon in nanocrystalline materials involves an interesting possibility of

the strongest grain size [296,297]. Specifically, the well-known Hall–Petch effect refers to the rise of
plastic resistance with decreasing grain size [140,141]. However, if the grain size drops into the nano-
meter range, a peak flow resistance could result at a grain size of around 20 nm [296], leading to the
breaking down of the Hall–Petch effect. Such a nanostructural size effect has been observed by exper-
iments, e.g., in nano-twinned copper where a strength peak occurs at the twin thickness of approxi-
mately 15 nm [133], and in computer simulations as well [298,299,135].

Argon and Yip [289] developed an iso-stress model of the strongest size by focusing on the com-
petition between grain boundary shear and near-boundary dislocation mechanism. Parenthetically,
based on molecular dynamics simulations at high temperatures, it has been suggested that the plastic
deformation may involve the Coble creep type of diffusional flow [300]. Argon and Yip argued that at
low temperatures diffusional flow is unlikely to dominate because of the extremely high levels of
stress where shear mechanisms almost certainly overtake processes of diffusional transport.

The Argon–Yip model [289] considers the shear of high angle grain boundaries as a flow process in
an amorphous metal, constrained into a disordered layer of thickness d � b. An empirical power-law
was assumed for the shear strain rate versus stress

_cGB ¼ cTmGB
r
sGB

� �1=m1

; ð14Þ

where cT is the characteristic shear transformation strain (cT = 0.015), mGB is the frequency of atomic
vibration, and sGB is the ideal shear strength of high angle grain boundary materials (sGB = l/30). It is
important to realize that the grain boundary shear operates close to its athermal threshold, so that the
rate sensitivity should be taken an increased value (m1 = 1/30). The shear strain rate due to dislocation
plasticity is given similarly by

σ/
μ

d/b

d (nm)

σ T
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Pa
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σ 
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Hall - Petch dominance

Grain boundary
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Fig. 8. The strongest-size behavior for polycrystalline Cu from the Argon–Yip model [289] (solid line) and molecular dynamics
simulations (symbols) by Schiotz and Jacobsen [299], where r is the von Mises effective shear stress and d is the grain size.
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_cD ¼
b
d

� �
mD

r
sD

� �1=m2

; ð15Þ

where b/d is the shear strain increment caused by the released dislocation traversing over the grain of
diameter d. The frequency factor mD was taken to be in the range of 10�3 mGB, proper for dislocation
intersections. The dislocation mechanism was also considered to operate near its athermal threshold,
so that the corresponding rate sensitivity was taken an increased value (m2 = m1 = 1/30). Argon and
Yip [289] considered plasticity occurs by thermally assisted release of dislocations from pinning
points, namely, the cutting of forest dislocations. The threshold of shear resistance sD was taken to
be grain-size dependent 0:25l

ffiffiffiffiffiffiffiffi
b=d

p
. They estimated sD by extrapolating the experimental results

for coarse-grained polycrystals [301] to nanocrystals, and assumed that strengthening is still caused
by the accumulation of geometrically necessary dislocations whose density inversely scales with grain
size. In addition, they also analyzed an alternative dislocation mechanism: the rate controlling process
is considered as thermally activated emission of dislocation from the triple junction of grain bound-
aries. This alternative mechanism results in a nearly identical result.

To a first approximation, Argon and Yip assumed that both mechanisms were under the same
applied stress but contributed to the overall strain rate _c in proportion to their volume fraction, i.e.,

_c ¼ f _cGB þ ð1� f Þ _cD; ð16Þ

where f = 6(b/d) is the volume fraction of the grain boundary material by taking the boundary thick-
ness d = b.

Fig. 8 shows the modeling prediction of the strongest size, which is consistent with molecular
dynamics simulations. According to the model, the breakdown of the Hall–Petch effect can be quali-
tatively understood as follows. At the large grain size, the near boundary dislocation mechanism dom-
inates, and the strength increases with decreasing grain size by following the classic Hall–Petch
relation. As the grain size reduces to the nanometer range, grain boundary shear gradually takes over
as the dominant mechanism because of the increasing volume fraction of grain boundary materials,
i.e., increasing f with decreasing d. The strength begins to decrease toward the athermal strength of
grain boundary shear, which is lower than that of the near-boundary dislocation mechanism. Conse-
quently, the competition between the two rate mechanisms leads to a peak strength. While the
Argon–Yip model is only validated by molecular dynamics simulations at high strain rate �109/s
[299], it provides a physically transparent framework for understanding the temperature and strain
rate effects on the strongest size of nanocrystals. It could also be generalized to study other related
phenomena such as plastic strain recovery in nanocrystalline metals that similarly involves the com-
petition between intragrain and intergrain processes [302–304].
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Fig. 9. Size dependent activation volume measured from the nanotwinned and nanocrystalline metals [271,305]. (a) Activation
volume X versus grain size d for nanocrystalline Cu (blue symbols) and versus twin thickness k for nano-twinned Cu (red
symbols) [152]; the solid line shows the results from the theoretical model of Eq. (18). (b) TEM images showing the controlled
increase of twin densities (from the right to left image) with the same average grain size of 0.5 lm.
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5.5.2. Size-dependent activation volume
In addition to strength, the variation of nanostructural lengthscales can strongly influence the

kinetics of plastic flow. This is manifested as the grain/twin size dependent activation volume and
strain rate sensitivity, as measured in nanocrystalline and nano-twinned materials [271], see Fig. 9
for example. Such size dependence was interpreted in terms of the transition from the intragrain to
intergrain/twin mechanisms with decreasing grain/twin sizes [305].

Conrad [306], Armstrong and Rodriguez [307] developed iso-strain models to explain this size
effect. They considered two competing mechanisms that are in parallel to sustain the applied
load: one involves the intragrain dislocation mechanism (e.g., intersection of forest dislocations,
giving a large, but size-independent activation volume typical of coarse grained polycrystals);
the other is the near-boundary mechanism (e.g., punching of a dislocation through a dense bundle
of grain boundary dislocations, the emission of dislocations from grain boundaries, or the depin-
ning of a propagating dislocation pinned by grain boundaries by impurities or ledges). The size
dependence of activation volume is associated with the latter mechanism through a dislocation
pile-up model.

In Conrad’s model [306], the total shear stress is taken as the sum of the shear resistances of two
mechanisms, s = si + sb, where si is the resistance associated with dislocation intersections in the crys-
tal and sb is the resistance to dislocation motion near the grain boundary. This averaging scheme of the
simple stress sum differs from the Argon–Yip model that involves the average of strain rate based on
volume fractions. For the near-boundary mechanism, the number of pile-up dislocations can be esti-
mated by n � sbd/(lb). Denote the local stress in the immediate vicinity of the grain boundary as sc. It
magnifies sb by multiplying n, i.e., sc ¼ ansb ¼ as2

bd=ðlbÞ, where a is a dimensionless number of order
unity. The shear strain rate due to the near-boundary mechanism is _c ¼ _c0 expfXbsc=ðkBTÞg, where Xb

denotes the activation volume associated with near-boundary mechanisms. On the other hand, the
shear strain rate from the intragrain mechanism is _c ¼ _c0 expfXisi=ðkBTÞg, where Xi denotes the
activation volume associated with dislocation intersections in the crystal. Combining the foregoing
relations, Conrad showed that the apparent activation volume X can be written as

1
X
¼ 1

Xi
þ Mlb

2pasbd
1
Xb

; ð17Þ

where M � 3.1 is the Taylor factor. Eq. (17) can be recast as

1
X
¼ 1

Xi
þ M2lb

2akHPd1=2

1
Xb

; ð18Þ

where the Hall–Petch equation sb = kHPd�1/2M�1 is invoked to relate the grain size to sb. Fig. 9 shows
that the experimentally measured activation volumes in both the nanocrystalline and nano-twinned
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Fig. 10. Stress relaxation experiment of nano-twinned Cu [305]. (a) Stress relaxation series for a sample with average twin
thickness of 15 nm (nt-15). (b) Mobile dislocation density qm versus time for samples without twins (ufg-Cu) and with the twin
thickness of 35 nm (nt-35) and nt-15, where qm0 denotes qm at time t = 0.
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Cu follow the Hall–Petch-type size dependence as given in Eq. (18) [271,305]. This result provides a
firmer basis of the notion that the size dependence of activation volume arises from a transition of
the rate-controlling deformation mechanism with decreasing nanostructural lengthscale.

The foregoing models assume that grain size is fixed in the course of plastic deformation. In con-
trast, grain growth has been observed in nanocrystals during plastic deformation at room to liquid-
nitrogen temperatures [308,279,110,113]. This grain coarsening at low temperatures is largely driven
by mechanical energy, as opposed to the thermally driven grain growth in coarse grained samples at
high temperatures. It has been attributed to the high-energy state of grain boundaries in nanocrystals
[309]. Recent atomistic modeling has revealed the detailed atomic-level mechanisms of shear medi-
ated grain boundary migration [284,81].

5.6. Effects of mobile dislocation density and strain hardening

In the limiting cases of nanopillars and nanotwins, the density of mobile dislocations is negligibly
small. Under these conditions, the ultra-strength deformation can be rate-limited by the activation of
a single dislocation source, so that the experimentally measured apparent activation parameters is
directly related to the true activation parameters associated with unit activation process of a single
dislocation. However, care should be taken in making such connections when the microstructure
and deformation process are complex [310,311]. This is because the apparent activation volume,
which acts as a kinetic signature of deformation mechanism, could be significantly affected by the
mobile dislocation density and strain hardening, both of which are dependent on the plastic deforma-
tion history. It is, therefore, important to conceptually distinguish the apparent and physical (true)
activation volume [201,312,313].

In a stress relaxation experiment of uniaxial tension, a single relaxation transient often exhibits a
logarithmic variation of stress with time t

rðtÞ ¼ rð0Þ �
ffiffiffi
3
p

kBT
Xa

ln 1þ t
tr

� �
; ð19Þ

where Xa is the apparent activation volume and tr is the relaxation time constant. On the other hand,
the so-called physical activation volume X can be determined by a jump increase of stress (and strain
rate) in a stress relaxation experiment

X ¼
ffiffiffi
3
p

kBT
lnð _�i2= _�i1Þ

Dr
; ð20Þ

where _�i2 and _�i2 denote the strain rate at the finish of relaxation 1 and at the onset of relaxation 2,
respectively, see Fig. 10a. According to the Orowan equation [41], the plastic strain rate is
_c ¼ qmvb, where qm is the mobile dislocation density and v is the dislocation velocity. In a stress relax-
ation experiment, because of the short time between consecutive relaxation transients, it is reasonable
to assume that the variation of mobile dislocation density is negligibly small as the applied stress
jumps from the end of relaxation 1 to the beginning of relaxation 2. It follows that the variation of
plastic strain rate is dictated by that of dislocation velocity, so that the physical activation volume di-
rectly characterizes the sensitivity of dislocation velocity with stress. In contrast, the apparent activa-
tion volume, as defined in Eq. (19), additionally incorporates the influence of variation of mobile
dislocation density.

The separation between the apparent and physical activation volumes enables the study of
dynamic evolution of mobile dislocations during stress relaxation. It can be shown that the mobile
dislocation density qm at time t and qm0 at time t = 0 are related by [201]

qm

qm0
¼ tr

tr þ t

� �b=ð1þbÞ

: ð21Þ

Here, b is the immobilization parameter defined as b = (Xa/X)/(1 + K/M) � 1, where K is the strain
hardening coefficient and M the machine stiffness. In a limiting case both the strain hardening and
change of mobile dislocation density are negligible, giving K = 0 and b = 0, respectively. Then the

734 T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757



Author's personal copy

two activation volumes are exactly the same. In general, the apparent and physical activation volumes
are different [305], such that the mobile dislocation density decreases with time. It is interesting to
note that the exhaustion rate of mobile dislocations can be strongly influenced by the twin thickness,
as shown in Fig. 10b. Such a twin size dependence has been interpreted in terms of the increased
strain hardening rate associated with a high density of twin boundaries, as well as the unique role
of coherent twin boundaries in preserving mobile dislocations [305].

In summary, we have reviewed in Sections 5.1–5.6 the lengthscale and timescale effects on the dis-
location mediated deformation mechanisms in ultra-strength materials. It has been shown that the
plastic deformation in small-volume nanomaterials is generally dislocation source limited and nucle-
ation controlled. Large areas of surface and interface can play an important role in controlling the
strength and plastic flow kinetics. The ultrahigh stress may significantly reduce the activation volume
and increase the rate sensitivity, leading to the sensitive temperature and strain rate dependence of
plastic yielding. In small volumes the impact of the statistical nature of dislocation sources becomes
increasingly significant, as manifested by the stochastic jerky plastic flow and the sample size effect on
the yield stress in the absence of strain gradient. Most of recent research has been focused on FCC met-
als and preliminary studies have been performed for BCC [158,245–247] and hexagonal close-packed
(HCP) materials [77]. Further research is necessary for better understanding the ultra-strength behav-
ior in different material systems, including alloys and ceramics. Besides strength, the ductility, fracture
toughness and fatigue resistance need to be more systematically measured and characterized. The
competition between dislocation shear with other displacive and diffusive mechanisms also needs
to be investigated; some preliminary studies will be reviewed in succeeding sections. Because of
the ultrahigh stress, boundaries of the deformation mechanism map [314] in the space of stress, tem-
perature, and strain-rate is expected to shift significantly compared to those of coarse-grained mate-
rials, thereby allowing exploration of crossover behavior that can provide new understanding of the
relaxation and hardening mechanisms of ultra-strength materials.

5.7. Twinning and martensitic transformation

The non-dislocation shear, such as deformation twinning and martensitic transformation, can play
an important role in the plastic deformation of ultra-strength materials. It is important to conceptually
distinguish between dislocation slip, deformation twinning, and martensitic transformation. Cottrell
[315] has classified the shear processes in crystals according to the relation of the lattice in the sheared
region to the coherent surrounding lattice as follows:

(1) Slip. In this case the lattice generated in the sheared region is identical in all aspects with the
surrounding lattice. This is the common mode of dislocation movement.

(2) Deformation twinning. Here the lattice generated in the sheared region is the same as the parent
lattice but is oriented in twin relation to it, i.e., the lattices of the twinned and untwinned parts
of the crystal are mirror images of each other by reflection in some simple crystal plane.

(3) Martensitic (shear) transformation. They are similar to deformation twinning, but differ in that a
new phase (lattice) is generated in the sheared region. The best known example of a shear trans-
formation occurs in the decomposition of FCC austenite to body-centered tetragonal (BCT) mar-
tensite in steel; the name of martensitic transformation is often used in place of shear
transformation. Martensitic transformation is also commonly observed in shape memory alloys
[316].

5.7.1. Deformation twinning versus slip
In ultra-strength materials, the formation of deformation twins can dominate over dislocation

slip. This has been observed by the TEM observations of plastic deformation in nanocrystalline
metals [132,317]. Significant twinning behavior is also observed during straining of Au thin films
[318]. In a plastic shear process of an FCC metal, a leading partial is first formed. The subsequent
step may involve the formation of a twinning partial parallel to the leading partial on an adjacent
slip plane; the repetition of such a process leads to emission of a deformation twin. Alternatively, a
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trailing partial can form in the same slip plane as the first leading partial and thus complete the
emission of a perfect dislocation.

Two mechanistic models on the competition between dislocation slip and twinning in nanocrystals
are reviewed next. One is the thermodynamic model to account for the energy balance associated with
emission of a perfect dislocation or a deformation twin from a pre-existing boundary dislocation
[114,297]. The other is the kinetic barrier-based model for determining the athermal stress of emis-
sion of a perfect dislocation or a deformation twin from a source of stress concentration at the bound-
ary [290]. The two models differs qualitatively by giving different dependences of critical emission
stress on grain size d, i.e., 1/d versus 1=

ffiffiffi
d
p

.
Consider the emission of dislocations versus twins from a grain boundary. The competition

between the two processes can be understood by comparing the critical resolved shear stress (CRSS)
needed to emit a perfect dislocation, sf, with that required to nucleate a Shockley partial, i.e., a stack-
ing fault, which is also the first step of deformation twinning, sp, [114]. These CRSSs can be estimated
by considering the energy balance between the elastic energy increase in expanding a boundary dis-
location loop and the potential energy decrease associated with the work done by the shear stress.
Assuming the source size is approximately equal to the grain size, d, the CRSSs for the emission of a
perfect dislocation and twinning partials are given, respectively, by

sf

l
¼ b

d
ð22Þ

and

sp

l
¼ bp

d
þ Csf : ð23Þ

Here, Csf = csf/(lbp) is the normalized stacking fault energy, bp is the magnitude of the Burgers vector
of a partial dislocation. Equating Eqs. (22) and (23) gives

dc ¼
b� bp

Csf
: ð24Þ

At the critical grain size dc, the transition will occur from the perfect dislocation dominated plastic
response for large grains to the twinning and stacking faults controlled plastic behavior for small
grains. The estimated dc is about 10 nm for aluminum [114].

It should be emphasized that the above analyses of slip versus twinning are based on the thermo-
dynamic energy balance of expansion of existing boundary dislocations. As a result, the CRSS only
involves the material energetic parameter of stack fault energy, csf, which characterizes the meta-
stable stacking state of the lattice. Van Swygenhoven et al. [319] have emphasized the importance
of examining the generalized stacking fault energy curve, which additionally provides activation
related parameters such as unstable stacking energy cus and unstable twinning energy cut.

Asaro and Suresh [290] analyzed the athermal emission of a perfect dislocation and a deforma-
tion twin from a source of stress concentration at the boundary. They envisioned that the sliding of
the grain boundary facet acts as a small crack, leading to the emission of dislocations or twins
from the grain boundary triple junction. Based on the analysis of Rice [220] for crack-tip disloca-
tion emission, they derived the athermal stress of nucleation of a leading partial from a triple
junction

slp

l
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4bp

pð1� mÞd Cus

s
; ð25Þ

where Cus = cus/(lbp) is the normalized unstable stacking energy. Comparing the critical shear stresses
given by Eqs. (23) and (25), one sees a qualitative difference in the grain size dependence of nucleation
stress. This is because Eq. (23) was derived from the thermodynamic energy balance of expansion of
existing dislocations, whereas Eq. (25) was obtained by considering the athermal nucleation with van-
ishing kinetic energy barrier.
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The athermal shear stress for the nucleation of a trailing partial was derived along the same line

stp

l
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4bp

pð1� mÞd fCsf þ ð4� 3mÞðCus � Csf Þg

s
: ð26Þ

Here, a simplified loading condition was considered, i.e., the resolved shear stress is applied in the
direction of the leading partial. Eq. (26) can be understood by noting that the leading partial disloca-
tion has the effect of (1) modifying the local stress near the triple junction due to the leading partial
and (2) resetting the energy of the unslipped state from zero to csf so that the peak energy to be
surmounted for the athermal instability of nucleation is reduced from cus [220]. The terms in curly
brackets of Eq. (26) represent the above two effects, respectively. The critical nucleation stress for
other loading conditions can be derived along the same line.

In attempting to compare the tendency for twinning partials and trailing partials, a parameter T,
termed the twinning tendency, was introduced [320]. It is defined as

T ¼ kcrit

ffiffiffiffiffiffiffi
Cus

Cut

s
ð27Þ

where Cut = cut/(lbp) is the normalized unstable twinning energy. When T > 1, a nanotwin will nucle-
ate, and a dislocation when T < 1. In Eq. (27), kcrit characterizes the additional load necessary to nucle-
ate the trailing partial relative to the leading partial, and Cus/Cut, the ratio of the energy barriers for
dislocation emission and deformation twin.

The above models address the energy, stress, and grain size dependence of deformation twinning. It
is equally important to resolve the atomic-scale kinematics of twinning processes. As commented by
Cottrell and Bilby [321] about half a century ago, ‘‘the principal difficulty in developing a dislocation
theory of mechanical twinning has been to explain how a twin grows through a finite thickness of
crystal”. Such a difficulty certainly persists in ultra-strength materials. Furthermore, it is not clear
whether the classical pole mechanism of twinning [321] or its variants [66] will still dominate in
nanomaterials characterized with large areas of free surface or interface. Various atomic-level twin-
ning mechanisms have been proposed based on high resolution TEM observations and molecular
dynamics simulations [317,322,323]. TEM imaging is useful to reveal the twinning product. However,
it is generally difficult to capture the 3D dynamic process of twinning that proceeds very fast. On the
other hand, MD simulations are limited to exceedingly high strain rates and stresses, such that the
twinning mechanisms identified in MD may not be relevant to laboratory experiments. It is, therefore,
important to bridge the experiment and modeling for elucidating the twinning mechanisms. For
example, a recent study coupling the in situ high-resolution TEM experiment and atomistic simula-
tions has successfully revealed the detailed reversible twinning process at the crack tip of pure Al
[324]. Finally, It is noteworthy that for twining in small volumes with limited sources, the thermal
activation could play an important role; this has not yet been studied to understand the temperature
and strain rate dependence of nucleation stresses of deformation twins at small lengthscales.

5.7.2. Martensitic transformation
Martensitic transformation refers to the diffusionless solid-to-solid phase transition of the crystal

lattice in response to changes in temperature and applied stresses [68]. Such transformation is com-
monly observed in shape memory alloys (SMA) [316]. The research of nanoscale SMAs is rapidly grow-
ing in recent years [325]. This development provides opportunities of revealing the fundamental
mechanisms of martensitic transformation, and may offer practical solutions of efficient shape mem-
ory [325–327], actuation [328], and mechanical damping [329] in microscale and nanoscale devices.

Ye et al. [330] reported in situ TEM observation of martensitic phase transformation in NiTi nano-
pillars. By recording the diffraction patterns in real time, they have obtained evidence that the stress-
induced B2 to B190 (austenite to martensite) transformation exists even in NiTi pillars with diameter
below 200 nm. In their experiments, the forward transformation starts at a high stress level of about
1 GPa. This value is higher than what is reported for bulk NiTi, but comparable to the measurement of
sub-micron compression pillars [331]. The increased transformation stress with decreasing sample
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size was also measured in Cu–Al–Ni single crystal pillars with diameter at the submicrometer scale
[329]. This sample size effect was attributed to a low number of nucleation sites for martensite in
nanoscale volumes, similar to the hardening by dislocation starvation in FCC metallic nanopillars, as
reviewed in Section 5.2.

Bulk SMAs, in general, feature the pseudoelastic effect, meaning that the net deformation is effec-
tively zero after a load–unload cycle at constant temperature. In addition, a large stress–strain hyster-
esis often accompanies the pseudoelastic response. For NiTi sub-micron pillars, Frick et al. [331]
showed that decreased diameter leads to a smaller stress–strain hysteresis, with a full loss of recov-
erable pseudoelastic strain for samples with a diameter smaller than 200 nm. In contrast, San Juan
et al. [329] measured a larger hysteresis loop in Cu–Al–Ni single crystal pillars at the submicrometer
scale, as opposed to bulk counterparts. It should be emphasized that the substrate deformation could
significantly influence the force–displacement measurement of small-sized pillars, as shown by the
in situ TEM experiment of compression of NiTi nanopillars [330]. Therefore, care needs to be taken
when interpreting the reversibility and hysteresis responses of SMA pillars.

Unique martensitic phases have been observed in nanostructured SMAs [325]. Twins of the mar-
tensite as narrow as 1 nm (four atomic layers) are made possible by a variant combination of very
low specific twin boundary energy. For example, thin {001} compound twins have been found in
nanocrystalline NiTi [332], whereas this type of twins is not typically observed in coarse-grained NiTi.
In nanocrystals, twin-related variants of the martensite can span the entire nano-sized crystal, so that
the elastic deformation of the lattice can be accommodated by grain boundaries instead of habit
planes. In contrast, extended martensite and austenite interfaces in coarse-grained SMAs require
deformation compatibility, thus favoring the formation of conventional type-I and type-II twins that
can be better accommodated by the parent B2 phase of austenite.

The experiments reviewed above call for a reconsideration of the classical theories of martensitic
transformation [333–336] for their applications to the SMA nanomaterials. These theories were devel-
oped with assumptions such as abundant martensite sources and/or the occurrence of twin-related
variants to facilitate compatibility at habit planes. These conditions may not hold in nanomaterials.
At the most fundamental level, the formation of various martensitic phases and twin variants can
be studied by atomistic modeling based on first-principles quantum mechanical or empirical inter-
atomic potential-based calculations. Recent research along this line has been focused on the atomic
geometries, phase energies, and transformation pathways of various phases (B2, R, BCO, B19, B19

0
)

in NiTi at T = 0 K [332,337–344]. On the other hand, continuum models have been developed for
understanding the influence of grain size on the martensitic transformation of NiTi nanograins
[345]. Integrated atomistic and continuum modeling, coupled with experiments, is needed to provide
a mechanistic understanding of the nanometer length scale effects on martensitic transformation.

Dislocations in SMAs received less attention compared to martensites in the past. However, there are
growing efforts in characterizing dislocation plasticity, which could play an important role in small-vol-
ume SMAs with limited defect sources. Recent TEM experiments have provided the detailed information
on dislocation activities in SMAs [346,347]. It has been shown that dislocations form either as the result
of the interaction of different plates of martensite or the plastic deformation of martensite. Further
research is needed to understand the competition and cooperation between dislocation shear and
martensitic transformation, as well as the impact on fracture [348,349] and fatigue [350,351].

5.8. Fracture

Fracture is an important deformation mode in ultra-strength materials. However, compared to
plastic shear, there are much less quantitative fracture experiments reported in the literature. This
is largely because of the practical difficulties of precisely controlling the fracture testing at the
micrometer and nanometer scales [352,353]. Here we focus on a few theoretical concepts of nanoscale
fracture. Unresolved issues are discussed at the end.

5.8.1. Brittle versus ductile fracture
Plastic flow and brittle fracture are competing deformation modes in ultra-strength materials. Bulk

silicon is brittle, but considerable plastic deformation has been measured for silicon nanowires in
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tension [172] and silicon nanopillars in compression [355] at room temperature. A revealing analysis
of brittle-ductile competition has been given by Dumitrica et al. [354] for a perfect single-wall carbon
nanotube. By molecular dynamics simulations at various temperatures T and at short time scale
(about 0.1 ns), they identified two primary mechanisms as shown in Fig. 11a: the ‘‘cool” mechanism
of brittle fracture at low T and ‘‘hot” mechanism of formation of Stone–Wales (SW) defects (i.e., dis-
location dipoles) at high T. To explore the competition at long time scales, they have studied the en-
ergy landscapes governing the two processes. They found that the brittle mode of bond breaking
requires little thermal agitation; the fracture stress is controlled by the ideal tensile strength of C–C
bond. In contrast, the SW defect formation by single bond rotation sensitively depends on tempera-
ture, implying a small activation volume associated with this process. According to transition state
theory, the activation energy under constant stress needs to be reduced to

Q ¼ kBT lnðNmtÞ; ð28Þ

in order to observe the formation of SW dipole over the test duration t (probability � 1). Dumitrica
et al. [354] have further calculated Q as a function of stress. Then, the stress needed to form the SW
dislocation dipole can be back out from the Q given by Eq. (28). Fig. 11b shows the predicted break-
ing-strain map. Such a mechanism map is expected to provide useful guidance for the experimental
study of temperature and strain rate dependence of mechanical responses of carbon nanotubes.

The foregoing analysis has considered an idealized situation of competition between the brittle and
ductile response in a perfect system. In an alternative scenario, such competition could occur at the
crack tip in a system with a pre-existing crack. In this case, bond breaking at the crack tip may have
different temperature and strain-rate dependences. The analysis along the line of Rice and others
[220,227,228,356,357] needs to be performed to better understand the brittle to ductile transition
in ultra-strength materials.

5.8.2. Size and loading effects on nanoscale fracture
In the study of brittle fracture at the nanometer scale, two questions often arise: (a) Is the classical

theory of Griffith’s fracture [358] is still applicable? (b) What is the influence of the discreteness of
atomic lattice? These questions can be directly addressed by the atomistic calculation of nano-sized
cracks [359].

Recall that in the Griffith theory of fracture [358,67], one considers a large body with a central crack
of length 2a, see Fig. 12a for example. Suppose the system is under an average tensile stress r. This
load can be imposed by either a fixed displacement or a constant force at the far field. Relative to
the uncracked body under the same load (e.g., fixed displacement), the elastic energy decrease due

χ (deg)

ε 
(%

)

a b

Fig. 11. Chirality-, time-, and temperature-dependent strength of carbon nanotubes [354]. (a) Atomic mechanisms of formation
of a Stone-Wales defect by bond rotation (red) and fracture by bond breaking (blue). (b) Breaking-strain (�) map for carbon
nanotubes of different chiralities (v) at various load durations and temperatures.

T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757 739



Author's personal copy

to the presence of a crack of length 2a is pr2a2/E per unit thickness, where E is Young’s modulus, and
the corresponding increase of surface energy is 4c a, where c is surface energy density. As a result, the
total energy change is

UðaÞ ¼ 4ca� pr2

E
a2: ð29Þ

The critical crack length of Griffith’s fracture 2acr is defined in terms of the condition when U(a)
reaches the maximum, giving

acr ¼
2cE
pr2 : ð30Þ

Note that the displacement/strain-controlled and force/stress-controlled loadings give the same for-
mula of U(a) and acr.

Fig. 12b shows the atomistic calculations of U(a) for single crystal Si based on the Stillinger–Weber
interatomic potential [360]. In the figure, a circle represents the energy of a metastable state with a

a b

c d

[112]

[111]

[110]

Fig. 12. Size and loading effects on nanoscale fracture in single crystal Si [359]. (a) Relaxed atomic structure with a central
nanocrack at its critical length of Griffith’s fracture, 2acr � 3 nm; the size of simulation cell is 9.1 � 10.1 nm. (b) System’s energy
as a function of crack length under stress-controlled (red) and strain-controlled (blue) loading conditions; the size of simulation
cell is 18.3 � 20.1 nm, doubling the width and height of the cell shown (a). (c) Sample-size effect on system’s energy for stress-
controlled fracture, showing the energy of the crack system in the cells of 18.3 � 20.1 nm (red) and 9.1 � 10.1 nm (brown). (d)
Sample-size effect on system’s energy for strain-controlled fracture, showing the energy of the crack system in the cells of
18.3 � 20.1 nm (blue) and 9.1 � 10.1 nm (green).
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nominal crack length 2a given by the number of broken bonds times the lattice spacing. The envelope
curves connecting circles give U(a) under stress-controlled (red) and strain-controlled (blue) loadings.
The Griffith crack length can be determined by the maximum of U(a), giving 2acr � 2.8 nm. Alterna-
tively, one can evaluate the Griffith crack length based on Eq. (30) using the material constants of E
and c calculated from the Stillinger–Weber potential, giving 2acr � 2.74 nm as indicated by vertical
lines in Fig. 12b–d. The agreement between the two methods of predicting the critical crack length
(with a difference less than one atomic spacing of 0.33 nm) suggests that the Griffith formula is appli-
cable to the nanoscale fracture.

Energy barriers of crack extension arise because of the lattice discreteness, leading to the so-called
lattice trapping effect [361–364]. In Fig. 12b, each spike-like curve linking adjacent circles gives the
minimum energy path (MEP) of breaking a single bond at the crack tip, i.e., unit crack extension by
one lattice spacing [365,366]. The maximum of each MEP gives the energy barrier of bond breaking.
Such MEPs manifests the corrugation of the atomic-scale energy landscape of the system due to the
lattice discreteness. As a result, a crack can be locally ‘‘trapped” in a series of metastable states with
different crack lengths and crack-tip atomic structures. The time-dependent kinetic crack extension
[367] then corresponds to the transition of the system from one state to another via thermal
activation.

Fig. 12 also demonstrates the effects of system size and loading method on the nanoscale brittle
fractures. It is seen from Fig. 12b that when the system size is about 10 times larger than the crack
size, the curves of U(a) are close for stress-controlled (red) and strain-controlled (blue) fracture. Com-
parison of Fig. 12c and d indicates that U(a) for strain-controlled fracture is much more sensitive to the
reduction of system size than the stress-controlled fracture. This is because the average stress in a
sample under strain control can significantly change with crack length in small systems (i.e., the sam-
ple size is less than 10 times the crack length) [359].

5.8.3. Grain boundary engineering
While Sections 5.8.1 and 5.8.2 focus on single crystals, a current challenge is to understand fracture

in nanostructured materials such as nanocrystalline metals. The tensile fracture stress of nanocrystals
is high, because of the high plastic yield stress associated with the size strengthening effect of nano-
structures; but their tensile fracture strain, i.e., ductility, is low compared to the coarse-grained mate-
rials [131,368]. As discussed in Section 5.4, this can result from the early onset of necking owing to the
low strain hardening rate. Consequently, strain localization in the neck region induces microscopic
damages (e.g., cracking, cavitation) that rapidly progress to final failure. In contrast, nano-twinned
metals exhibit the delayed onset of necking and improved tensile ductility [254]. These arise due to
the increased strain hardening rate attributable to the fact that the coherent twin boundary is more
hardenable than random grain boundaries [134,204]. Furthermore, the twin boundary is more fracture
resistant than random boundaries, thus further promoting the tensile ductility [277]. These beneficial
effects of twin boundary on fracture resistance can be generally correlated to the notion of grain
boundary engineering [274–276], namely, to increase the fraction of so-called special grain bound-
aries with low sigma number (R) defined in terms of the coincident-site lattice (CSL) model [369].
Grain boundary engineering will also decrease the connectivity of the remaining random boundaries
that are susceptible to intergranular degradation such as cracking, cavitation, corrosion, and rapid self-
diffusion [370–372]. So introducing nanotwins (i.e., a large number of twin boundaries) into ultra-
fined grained crystals can be considered as a successful example of grain boundary engineering at
the nanoscale. Further research is needed to exploit the grain boundary engineering of nanostructural
materials to yield improvements in strength, ductility, chemical corrosion, stress corrosion cracking,
high-temperature creep and fatigue resistance [81,134,276,372–375].

We conclude this section by noting that there is a wide range of unresolved issues related to nano-
scale fracture. These fracture problems often feature a strong coupling with the chemical environment
and composition. For example, while bulk silicon is not susceptible to environmentally induced crack-
ing (i.e., stress-corrosion cracking) and fatigue, experiments showed that the micron-scale silicon,
which is being widely in micro-electro-mechanical systems, can failure prematurely by fatigue in
air [376,377]. There is compelling experimental evidence suggesting that the formation and growth
of nanoscale cracks in surface reaction layers are responsible to those failures [378,379]. As another
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example, silicon is being considered for the next generation anode materials of rechargeable lithium
batteries. However, applications of silicon in batteries are limited because silicon’s volume changes
drastically (by about 400%) upon insertion and extraction of lithium, which results in pulverization
and capacity fading [380]. Recent experiments showed that silicon nanowire battery electrodes can
mitigate these issues because the small diameter of nanowires allows for better accommodation
and relaxation of large volume change without the initiation of fracture [381,382]. To address these
fracture problems, understanding the mechanical-electrochemical coupling at the nanoscale is the
key [383]. The research in this direction is not only important for preventing fracture and failure, a
conventional realm of corrosion science [384], it may also open new avenues of engineering nano-
structured materials for novel applications in, e.g., battery [385–387] and hydrogen storage
[388,389] through elastically tuning the thermodynamic and kinetic aspects of phase transition. Final-
ly, it is noteworthy that understanding the nanoscale fracture has implications for elucidating the fail-
ure mechanisms in biomaterials [390], irradiation-embrittled nuclear materials [391], quasi-brittle
engineering structures [392], etc. and for guiding the hierarchical material design as it has been sug-
gested that materials become insensitive to flaws at the nanoscale [393].

6. Diffusion-controlled deformation mechanisms

In Section 5, we reviewed mostly displacive deformation mechanisms, where atom registries
change in a more collective and deterministic manner. For example, before and after dislocation glide,
all atoms above the slip plane move by the same distance with respect to the bottom half of the crys-
tal, the displacement pattern taken from a finite possibilities of Burgers vectors.

In contrast, when diffusion happens, the atom registries are disrupted in a more random and cha-
otic manner. Consider three atoms A, B, C which were originally nearest neighbors before diffusion: it
is quite conceivable that after diffusion, atom B sits at (10, �3, 5)a0 with respect to atom A, where a0 is
the lattice constant, while atom C sits at (�4, 10, �2)a0 with respect to atom A. Such atomic separation
patterns are quite difficult to achieve with displacive processes; furthermore the separations (10, �3,
5)a0 and (�4, 10, �2)a0 are very much random and differ from place to place.

Because collective action (i.e., a displacement pattern) is required in displacive processes, the acti-
vation volume of thermally activated displacive events tend to be larger than one single atomic vol-
ume, sometimes much larger [152,204]. This is because displacive transformation is a ‘‘collective
decision” of multiple atoms. In contrast, a diffusion event is very much an individual atom’s decision,
when seen at the saddle points of thermal activations, so the activation volume of diffusion is on the
order of one atomic volume, and sometimes even smaller.

In thinking about displacive and diffusive processes, it is important to make a distinction between
atomic sites and atoms. The same lattice site inside a crystal may be occupied by atoms of different spe-
cies, different atoms of the same species, or even a vacancy, without changing the topological relation-
ship between the lattice sites. This notion of a relatively robust site lattice gives rise to so-called
network constraint in the theory of diffusion [394–396]. Indeed, in deformation one is more concerned
with what happens to the site lattice, rather than what happens to individual atoms, since one cannot
tell (and does not care) which labeled atom sits where anyway. Macroscopic shape change means
remodeling of the (occupied) site lattice. And in X-ray or electron diffraction, one measures the aver-
age lattice spacing between sites [397], without knowing the explicit labeling scheme of atoms.

Both displacive and diffusive processes can cause shape change and stress relaxation [398]. Diffu-
sive (also called civilian) processes require nearly uncorrelated diffusions of individual atoms through
the material – even though as a result the site lattice is remodeled more or less deterministically.
Displacive (also called military) processes involve more collective displacement of atoms from their
original positions. It is important to recognize that real deformation can be a complex pathway involv-
ing both diffusive and displacive events. Thus taken as a whole, the deformation mechanism can have
a hybrid diffusive-displacive character. A well-known example of hybrid diffusive-displacive deforma-
tion is dislocation creep (see Fig. 13), operative at intermediate temperatures and stresses on the
deformation-mechanism map [314]. It has been proposed that in dislocation creep, most of the plastic
strain is still generated by dislocation glide, but the creep rate is governed by the unlocking of
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dislocation locks and dislocation climb, controlled by bulk or dislocation core (pipe) diffusion. Thus
the effective activation energy of dislocation creep is the same as that for tracer self-diffusion.

The key questions for the ultra-strength community, when diffusion may be involved, are:

(a) Can ultra-strength (other than hydrostatic pressure) be sustained in systems where diffusion
can happen?

(b) If not, what is the size-temperature boundary of stress relaxation? The answer is not only
important for assessing the domain of elastic strain engineering, but also for forming compo-
nents by diffusion at high temperatures [185–190] and then using it as ultra-strength compo-
nent at lower temperatures.

Currently there is no consensus on (a), and many unknowns exist for (b). A main reason is because
systematic temperature-controlled nanomechanical testing is still somewhat rare today. However,
some theoretical considerations are offered below.

Regarding (a), it is helpful to recall in Eq. (4), _� / r1=m. The smaller m is, the more non-linear and
‘‘thresholded” the strain rate – stress relation becomes. For example, m = 0.1 means a reduction of
stress by half would cause a thousand-fold decrease in the strain rate: this means a component that
fails in 1 day at 2 GPa, would survive three years at 1 GPa, figuratively speaking. A sharply thresholded
_�ðrÞ behavior allows one to easily define the concept of ‘‘strength”, such that whenever r < rthresh the
strain rate is practically negligible, and the strain rate is only significant if r P rthresh. When m is large,
as m = 1 in the case of the Nabarro–Herring creep [69,70] and Coble creep [399], even the concept of
‘‘strength” becomes murky. In these cases, a component that fails in 1 day at 2 GPa would survive only
2 days at 1 GPa, figuratively speaking. This is not good for the practical application of elastic strain

Hall-Petch like
boundary strengthening

characteristic 
structural size

10μm

1μm

100nm

10nm

one mobile 
dislocation 

at a time

collective 
dislocation 
dynamics

displacive
plasticity

Strength

Fig. 13. An illustrative size-temperature-stress deformation-mechanism map. The grain size 0.1 mm map for pure Cu is taken
from Frost and Ashby [314]. The melting temperature is a function of the characteristic size [401–403]. The inset illustrates how
the atomic registry changes during low-temperature displacive plasticity versus higher-temperature diffusive plasticity [1,404].
It is unclear yet how the borders of various displacive, diffusive and hybrid displacive-diffusive deformation regimes shift on the
map, especially in regions of very high stresses.
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engineering, because a service life of thousands of days is expected. In other words, creep is detrimen-
tal for elastic strain engineering and should be suppressed. A useful component should probably have
m < 0.1 in the regime of practical operations.

We see in Eq. (6) that 1/m is proportional to the activation volume. Based on the difference be-
tween diffusive and displacive events explained at the beginning of this section, one knows that dif-
fusive events tend to be more ‘‘individualistic” at the atomic level, seen at the saddle point of each
thermal activation event, and tend to have smaller activation volumes. The scalar activation volume
for bulk vacancy migration in pure copper is as small as 0.12X0, where X0 is the atomic volume
[400] (see also elaborations on this below). Therefore, the stress threshold for diffusive deformation
tend to be not as sharp as that for displacive deformation. In other words, displacive mechanisms
introduced in Section 5 do tend to have stronger non-linearities in stress and sharper stress threshold-
ing behavior. The atomistically computable activation volume is a quantitative measure separating
‘‘yield” from ‘‘creep” in mechanical deformation phenomena [80].

It is however important to recall that even displacive processes like surface dislocation nucleation
[152] can have small true activation volume (as small as 2b3) at high stresses, and near pre-existing
defects. Also, the effective m can have extraneous controlling factors not directly related to the acti-
vation event itself, such as grain size effect in a dislocation pile-up. A microscopic deformation path-
way can in fact posses a continuum of diffusive versus displacive characters, as measured by (a) the
activation volume of individual activation event, and (b) geometric correlations between different
thermally activated, stress-biased events. As J.W. Christian remarked, ‘‘the main categories of transfor-
mation are called military and civilian, but rigid classifications is not required since soldiers may
sometimes be out of step and civilians may sometimes form paramilitary organizations!” (p. 6 of
Ref. [68]). The actual situation can become very complex, for instance when (boundary) diffusion
and dislocation slip may couple and occur in tandem [405,181–183,406].

Schuh, Mason and Lund performed high-temperature nanoindentation experiments [181,182], and
Cross et al. performed small-contact-area (�10 nm2) indentations [183] into metal surfaces. Both
studies found deformation kinetics that cannot be easily explained by classic models. At these length-
scales and temperatures, surface diffusion can be shown to be more important than bulk vacancy dif-
fusion [184]. It is thus conceivable that at initial contact between the indenter and surface, the
indenter displacement can be completely accommodated by surface-diffusion mass transport. Once
the contact radius increases above a critical value, the imposed displacement rate begins to exceed
the ability of mass removal by surface diffusion. Elastic energy starts to be stored inside the material,
which will eventually trigger dislocation nucleation. Such dislocation nucleation could be aided by
previously stored mass-action defects such as surface vacancies and steps, which means then the dis-
location nucleation would be heterogeneous and the process as a whole would have a hybrid diffu-
sive-displacive character [184].

Syed Asif and Pethica [407] performed nanoindentation creep experiments on single-crystal W and
GaAs, and Ngan et al. performed creep experiments on Ni3Al single-crystal pillars [406]. Both found
that the creep rate greatly accelerated after a large displacement burst (stress-driven) had happened
in the sample. A coupling effect in reverse could operate in these cases: Ngan et al. think that the creep
response is due to dislocation core diffusion. Before the large displacement burst, the dislocation pop-
ulation density is small in the pillar, and therefore the creep rate is low and cannot match the applied
strain rate. So the stress keeps increasing, until large displacive shear occurs in sample which relaxes
the stress somewhat. However even under these reduced stresses, due to the increased dislocation
core density, creep accelerated. This would be another scenario of coupled diffusive-displacive pro-
cess, with displacive events taking the lead. The dislocation population is likely to have an inherent
lengthscale dependence, which means the onset of significant diffusion could be shifted to lower tem-
peratures than in coarse-grained materials.

Sun et al. recently observed with in situ TEM the extrusion of Au, Pt, W and Mo nanoparticles from
shrinking graphitic nanocages [404], at temperatures estimated to be �1/2 of the melting tempera-
ture. At such high temperatures and small sizes, one expects surface diffusion may dominate the
deformation. Yet, based on the large lattice spacing shrinkage (as much as 5%) which implies a large
stress in the nanoparticle (could be hydrostatic, though), Sun et al. proposed the shape change of
nanoparticle is mostly due to displacive dislocation slip, instead of diffusive mass action. This
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proposition was supported by molecular dynamics simulations [404], which however has a strain-rate
problem. Traditional deformation-mechanism maps [314] were developed for coarse-grained materi-
als; how the borders of the different deformation-mechanism regimes shift, at these extremely small
scales and high stresses, is currently unknown/unvalidated (Fig. 13). This highlights the urgent need to
draft out the entire size-temperature deformation-mechanism maps [1], which include the size-
dependent melting [401–403] and boundary pre-melting [81], and Hall-Petch scaling for low-temper-
ature displacive plasticity [152] as special limiting cases. There have been important contributions at
constructing such maps from molecular dynamics simulations [323,408], but the efforts are still far
from complete and validated.

From a modeling point of view, one should be aware that the problem of diffusion in stressed solids
is conceptually quite challenging [394–396]. Even regarding the bulk vacancy flux, one may find in the
literature different expressions of the chemical potentials, field equation (partial differential equation,
PDE) and boundary conditions (BC) as a function of stress. Often, even wrong PDE and BC formulations
can give the correct scaling result from dimensional-analysis argument, but are conceptually problem-
atic. Only a careful treatment which separates vacancy source (surface/GB/climbing dislocation) action
as a BC relying on the boundary traction, and vacancy transport in crystal as a PDE relying on the inter-
nal stress (and the vacancy relaxation volume), can resolve the conceptual problems and reconcile
continuum equations with the atomistic view. Again, it is worth repeating that a solid under any
externally applied load other than uniform hydrostatic pressure cannot be in global thermodynamic
equilibrium. Therefore, the vacancy concentration can at best be in local equilibrium with the nearest
patch of surface/GB source or climbing dislocation.

Most existing diffusional theories, such as those used in computing the boundaries of the Nabarro–
Herring creep [69,70] and Coble creep [399] in Fig. 13, as well as the formulation for Asaro–Tiller–
Grinfeld instability [409–411], are based on the assumptions of small stress and small stress gradient.
Because point defect has a formation volume, and its migration involves an activation volume/strain
[80], the point-defect concentration, migration barrier and mobilities are in fact coupled to the stress,
which may lead to dramatic non-linear effects at high stresses, unaccounted for in existing small-
stress models.

For example, consider a vacancy in FCC Cu, which has cubic symmetry when it is stationary
(Fig. 14a and c). However, when the vacancy moves, say in the h011i diagonal direction shown in
Fig. 14, it will involve an orthorhombic-symmetry saddle state (Fig. 14b), with an anisotropic activa-
tion volume/strain tensor [80] for the migration:

Xm � �
@QmðrÞ
@r

¼
1:2505 0 0

0 �0:5675 �0:1519
0 �0:1519 �0:5675

2
64

3
75X0; ð31Þ

where X0 is the atomic volume. The above is calculated using the Mishin interatomic potential [400],
and the minimum energy path is calculated using the nudged elastic band (NEB) method [203]. Upon
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Fig. 14. Vacancy migration in FCC Cu. (a and c) The initial and final states, both having cubic symmetry. (b) The saddle point,
which has orthorhombic symmetry. (d) The minimum energy path at zero stress. At large stresses, the migration energy barrier
is expected to shift significantly, with coupling to deviatoric stress components.
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rotation to a x0 ¼ h100i; y0 ¼ h011i; z0 ¼ h0 �11i coordinate frame, the orthorhombic activation vol-
ume tensor is

X0m �
1:2505 0 0

0 �0:7194 0
0 0 �0:4157

2
64

3
75X0; ð32Þ

While the aforementioned scalar activation volume Tr(Xm) = 0.12X0 is quite small in magnitude due
to sign cancellations, the component that couples to the h100i uniaxial stress is of the order X0. There-
fore, to leading order, the vacancy h011i-migration barrier is modified by stress as:

Q mðrÞ ¼ Q 0
m � 1:25X0rx0x0 þ 0:72X0ry0y0 þ 0:42X0rz0z0 þ Oðr2Þ; ð33Þ

where Q 0
m, the stress-free vacancy migration barrier, is 0.68 eV. Because Qm(r) appears inside the

exponential, a change of �0.3 eV to Qm would cause a factor of 105 change in vacancy mobility at
T = 300 K. Another way to say it is that since Qm(r)/kBT always appear together, the effective temper-
ature has changed from 300 K to 300 � 0.68/0.38 = 537 K if Qm changes by �0.3 eV. Thus, very signif-
icant changes in bulk diffusional behavior will occur when the deviatoric stress component reaches
the level of 0.3 eV/X0 � 4 GPa, in the ultra-strength regime. The stress can in fact be used to either en-
hance or suppress diffusion, so the temperature boundaries of diffusive and hybrid diffusive-displacive
regimes in Fig. 13 can shift very significantly under a high stress. This is also true for surface and grain
boundary diffusion, and pipe diffusion.

The above estimates should not be surprising, because vacancy migration occurs by thermally acti-
vated bond breaking, and some bonds are severely pre-weakened in the ultra-strength regime, by the
definitions of ideal strength and strain. As we said before, ultra-strength leads to significant changes in
the physi-chemical properties of the material, which should include atomic/ionic diffusivities as well.
This may be exploited, for instance, to tune the ionic conductivity of electrolyte material used for elec-
trochemical energy conversion.

Furthermore, originally isotropic atomic/ionic diffusivities would likely become highly anisotropic
in the ultra-strength regime, with anisotropy ratio as high as 105, because Xm couples to the shear
stress. The effect of large stress gradient, especially in small-probe experiments, on surface diffusion
may be significant as well. Because of these considerations, the boundaries of the diffusive and hybrid
diffusive-displacive deformation mechanisms are expected to shift in complex ways [184]. So our an-
swer to question (b), posed at the beginning, is rather uncertain at this moment. Careful temperature-
controlled experiments and advanced atomistic modeling are expected to improve our understanding
in the future.

7. Conclusions

Materials science is about understanding and exerting control over the behavior of materials, made
of many atoms and electrons. What are the limits of materials science? Chemically, there are only
finite selections on the periodic table. Structurally, ideal strength puts a basic limit on atomic organi-
zations. Within such basic limits lies the richness of materials behavior.

The ultra-strength behavior of materials differs naturally from traditional mechanical responses,
because when elastic strains exceeding �1% permeate in a material component, significant changes
in physi-chemical properties with respect to the stress-free state are expected to occur, such as carrier
mobility, band gap, and thermoelectric figure-of-merit. Taking advantage of this over an extended per-
iod is elastic strain engineering. Understanding ultra-strength is not only necessary for forming mate-
rial components and maintaining their shape stabilities, which are certainly critical for their functions,
but also elastic strain engineering of physi-chemical properties.

In the last 20 years, we have seen tremendous advances in materials processing, mechanical instru-
mentation, symbolized by the AFM, as well as in materials characterization techniques. We have also
witnessed the dramatic miniaturization trend, which started in the 1950s, homing in at tens of nano-
meters. This convergence has brought about an explosion of ultra-strength observations, that has not
only made the ultra-strength concept experimental realities, but also an industrial reality such as
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Strained Silicon technology. The much enlarged dynamic range of sustainable stress on atomic orga-
nization gives a new meaning to Feynman’s statement ‘‘there’s plenty of room at the bottom”. The
practical consequence of this could be significant, because elastic strain, like chemical composition,
is continuously tunable field variable. Therefore, just like one understands that b-brass is not pure cop-
per, strained silicon is not normal silicon. Indeed, elastic strain field can be tuned in real time, easier
than one could tune the composition field.

From a thermodynamic point of view, all ultra-strength systems are far from equilibrium, because
the large stresses at the ultra-strength level can change the chemical potential by �10�2 � 10�1 eV/
atom compared to the stress-relaxed state [412]. Therefore, to take advantage of elastic strain engi-
neering requires defeating various mechanisms of stress relaxation, including plastic flow and frac-
ture. Our article primarily deals with the temperature–time–lengthscale characteristics of these
inelastic relaxation processes. Our goal is to show that despite the disparate appearances of the var-
ious material systems, certain common threads can be identified for all ultra-strength systems, such as
the activation volume and temperature/strain-rate sensitivity. The deformation-mechanism map ap-
proach of Frost and Ashby, after taking account of the size dependence, should provide a common lan-
guage for the different communities that share the ultra-strength features.

Modeling is a critical component of ultra-strength research, not only for studying the basic defect
processes and their space–time–temperature characteristics for the design and manufacture of reli-
able systems, but also for numerically exploring elastic strain engineering. Just like computer model-
ing is indispensable nowadays for the design of cars and airplanes, we envision in the future,
hyperelastic (i.e., non-linear elastic) modeling will be used in the design of ultra-strength components,
coupling stress field with charge-density field, and physi-chemical properties such as ionic conductiv-
ity, catalytic activity, and band bending. Quantum mechanical calculations of ideal strength and the
impact of stress on physi-chemical properties will be important workhorses in ESE. This review moti-
vates such modeling, but does not give sufficient details. Much future efforts are needed in this
direction.

Acknowledgements

TZ acknowledges the support by NSF CMMI-0653769, 0758265, 0758554, 0825435, 0835484, and
DOE DE-AC07-05ID14517. JL acknowledges the support by NSF CMMI-0728069 and DMR-0520020,
ONR N00014-05-1-0504 and AFOSR FA9550-08-1-0325. We thank Professors Sidney Yip and Subra
Suresh for their guidance and encouragement.

References

[1] Suresh S, Li J. Deformation of the ultra-strong. Nature 2008;456:716–7.
[2] Zhu T, Li J, Ogata S, Yip S. Mechanics of ultra-strength materials. MRS Bull 2009;34:167–72.
[3] Liu F, Ming PM, Li J. Ab initio calculation of ideal strength and phonon instability of graphene under tension. Phys Rev B

2007;76:064120.
[4] Ashby M. Materials – a brief history. Philos Mag Lett 2008;88:749–55.
[5] Ashby MF, Ferreira PJ, Schodek DL. Nanomaterials, nanotechnologies and design: an introduction for engineers and

architects. Butterworth-Heinemann; 2009.
[6] Gilman JJ. Electronic basis of the strength of materials. Cambridge, UK: Cambridge University Press; 2003.
[7] Rochefort A, Avouris P, Lesage F, Salahub DR. Electrical and mechanical properties of distorted carbon nanotubes. Phys Rev

B 1999;60:13824–30.
[8] Minot ED, Yaish Y, Sazonova V, Park JY, Brink M, McEuen PL. Tuning carbon nanotube band gaps with strain. Phys Rev Lett

2003;90:156401.
[9] Ahn KH, Lookman T, Bishop AR. Strain-induced metal-insulator phase coexistence in perovskite manganites. Nature

2004;428:401–4.
[10] Cao J, Ertekin E, Srinivasan V, Fan W, Huang S, Zheng H, et al. Strain engineering and one-dimensional organization of

metal-insulator domains in single-crystal vanadium dioxide beams. Nat Nanotechnol 2009;4:732–7.
[11] Koga T, Sun X, Cronin SB, Dresselhaus MS. Carrier pocket engineering applied to ‘‘strained” Si/Ge superlattices to design

useful thermoelectric materials. Appl Phys Lett 1999;75:2438–40.
[12] Abramson AR, Tien CL, Majumdar A. Interface and strain effects on the thermal conductivity of heterostructures: a

molecular dynamics study. J Heat Transfer – Trans ASME 2002;124:963–70.
[13] Jungwirth T, Abolfath M, Sinova J, Kucera J, MacDonald AH. Boltzmann theory of engineered anisotropic

magnetoresistance in (Ga,Mn) As. Appl Phys Lett 2002;81:4029–31.

T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757 747



Author's personal copy

[14] Kato Y, Myers RC, Gossard AC, Awschalom DD. Coherent spin manipulation without magnetic fields in strained
semiconductors. Nature 2004;427:50–3.

[15] Kisielowski C, Kruger J, Ruvimov S, Suski T, Ager JW, Jones E, et al. Strain-related phenomena in GAN thin films. Phys Rev B
1996;54:17745–53.

[16] Stier O, Grundmann M, Bimberg D. Electronic and optical properties of strained quantum dots modeled by 8-band k
center dot p theory. Phys Rev B 1999;59:5688–701.

[17] Aumer ME, LeBoeuf SF, Bedair SM, Smith M, Lin JY, Jiang HX. Effects of tensile and compressive strain on the luminescence
properties of AlInGaN/InGaN quantum well structures. Appl Phys Lett 2000;77:821–3.

[18] Le Ru EC, Howe P, Jones TS, Murray R. Strain-engineered InAs/GaAs quantum dots for long-wavelength emission. Phys Rev
B 2003;67:165303.

[19] Jacobsen RS, Andersen KN, Borel PI, Fage-Pedersen J, Frandsen LH, Hansen O, et al. Strained silicon as a new electro-optic
material. Nature 2006;441:199–202.

[20] Pereira VM, Neto AHC. Strain engineering of graphene’s electronic structure. Phys Rev Lett 2009;103:046801.
[21] Ma YM, Eremets M, Oganov AR, Xie Y, Trojan I, Medvedev S, et al. Transparent dense sodium. Nature 2009;458:182–5.
[22] Mavrikakis M, Hammer B, Norskov JK. Effect of strain on the reactivity of metal surfaces. Phys Rev Lett 1998;81:2819–22.
[23] Fischetti MV, Gamiz F, Hansch W. On the enhanced electron mobility in strained-silicon inversion layers. J Appl Phys

2002;92:7320–4.
[24] Csontos M, Mihaly G, Janko B, Wojtowicz T, Liu X, Furdyna JK. Pressure-induced ferromagnetism in (In, Mn) Sb dilute

magnetic semiconductor. Nat Mater 2005;4:447–9.
[25] Mosca DH, Vidal F, Etgens VH. Strain engineering of the magnetocaloric effect in MnAs epilayers. Phys Rev Lett

2008;101:125503.
[26] Wu ZG, Cohen RE. Pressure-induced anomalous phase transitions and colossal enhancement of piezoelectricity in PbTiO3.

Phys Rev Lett 2005;95:037601.
[27] Ahart M, Somayazulu M, Cohen RE, Ganesh P, Dera P, Mao HK, et al. Origin of morphotropic phase boundaries in

ferroelectrics. Nature 2008;451:545–U2.
[28] Bogaart EW, van Lippen T, Haverkort JEM, Notzel R, Wolter JH. Coherent acoustic phonons in strain engineered InAs/GaAs

quantum dot clusters. Appl Phys Lett 2006;88:143120.
[29] Smith CS. Piezoresistance effect in germanium and silicon. Phys Rev 1954;94:42–9.
[30] Colman D, Bate RT, Mize JP. Mobility anisotropy and piezoresistance in silicon p-type inversion layers. J Appl Phys

1968;39:1923–31.
[31] Kanda Y. A graphical representation of the piezoresistance coefficients in silicon. IEEE Trans Electron Dev 1982;29:64–70.
[32] Welser J, Hoyt JL, Gibbons JF. Electron-mobility enhancement in strained-Si n-type metal–oxide–semiconductor field-

effect transistors. IEEE Electron Device Lett 1994;15:100–2.
[33] Takagi SI, Hoyt JL, Welser JJ, Gibbons JF. Comparative study of phonon-limited mobility of two-dimensional electrons in

strained and unstrained Si metal–oxide–semiconductor field-effect transistors. J Appl Phys 1996;80:1567–77.
[34] Thompson SE, Armstrong M, Auth C, Cea S, Chau R, Glass G, et al. A logic nanotechnology featuring strained-silicon. IEEE

Electron Device Lett 2004;25:191–3.
[35] Leong M, Doris B, Kedzierski J, Rim K, Yang M. Silicon device scaling to the sub-10-nm regime. Science 2004;306:2057–60.
[36] Thompson SE, Chau RS, Ghani T, Mistry K, Tyagi S, Bohr MT. In search of ‘‘forever,” continued transistor scaling one new

material at a time. IEEE Trans Semicond Manuf 2005;18:26–36.
[37] Chidambaram PR, Bowen C, Chakravarthi S, Machala C, Wise R. Fundamentals of silicon material properties for successful

exploitation of strain engineering in modern CMOS manufacturing. IEEE Trans Electron Devices 2006;53:944–64.
[38] Lagally MG. Silicon nanomembranes. MRS Bull 2007;32:57–63.
[39] Chu M, Sun Y, Aghoram U, Thompson SE. Strain: a solution for higher carrier mobility in nanoscale MOSFETs. Annu Rev

Mater Res 2009;39:203–29.
[40] Frenkel J. The theory of the elastic limit and the solidity of crystal bodies. Z Phys 1926;37:572–609.
[41] Orowan E. Problems of plastic gliding. Proc Phys Soc 1940;52:8–22.
[42] Cottrell AH. Strong solids. Proc R Soc Lond Ser A 1964;282:2–9.
[43] Tyson WR. Theoretical strength of perfect crystals. Philos Mag 1966;14:925–36.
[44] Milstein F. Theoretical strength of a perfect crystal. Phys Rev B 1971;3:1130–41.
[45] MacMillan NH, Kelly A. Mechanical properties of perfect crystals. 1. Ideal strength; 2. Stability and mode of fracture of

highly stressed ideal crystals. Proc R Soc Lond Ser A – Math 1972;330:291–317.
[46] Paxton AT, Gumbsch P, Methfessel M. A quantum-mechanical calculation of the theoretical strength of metals. Philos Mag

Lett 1991;63:267–74.
[47] Wang JH, Li J, Yip S, Phillpot S, Wolf D. Mechanical instabilities of homogeneous crystals. Phys Rev B 1995;52:12627–35.
[48] Sandera P, Pokluda J, Wang LG, Sob M. Calculation of theoretical strength of solids by linear muffin–tin orbitals (LMTO)

method. Mater Sci Eng A 1997;234:370–2.
[49] Telling RH, Pickard CJ, Payne MC, Field JE. Theoretical strength and cleavage of diamond. Phys Rev Lett 2000;84:5160–3.
[50] Roundy D, Krenn CR, Cohen ML, Morris JW. The ideal strength of tungsten. Philos Mag A 2001;81:1725–47.
[51] Roundy D, Cohen ML. Ideal strength of diamond Si, and Ge. Phys Rev B 2001;64:212103.
[52] Li J, Yip S. Atomistic measures of materials strength. CMES – Comput Model Eng Sci 2002;3:219–27.
[53] Ogata S, Li J, Yip S. Ideal pure shear strength of aluminum and copper. Science 2002;298:807–11.
[54] Umeno Y, Kitamura T. Ab initio simulation on ideal shear strength of silicon. Mater Sci Eng B 2002;88:79–84.
[55] Clatterbuck DM, Krenn CR, Cohen ML, Morris JW. Phonon instabilities and the ideal strength of aluminum. Phys Rev Lett

2003;91:135501.
[56] Clatterbuck DM, Chrzan DC, Morris JW. The ideal strength of iron in tension and shear. Acta Mater 2003;51:2271–83.
[57] Zhang Y, Sun H, Chen CF. Superhard cubic bc2n compared to diamond. Phys Rev Lett 2004;93:195504.
[58] Ogata S, Li J, Hirosaki N, Shibutani Y, Yip S. Ideal shear strain of metals and ceramics. Phys Rev B 2004;70:104104.
[59] Pokluda J, Cerny M, Sandera P, Sob M. Calculations of theoretical strength: state of the art and history. J Comput Aided

Mater Des 2004;11:1–28.

748 T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757



Author's personal copy

[60] Li T, Morris JW, Nagasako N, Kuramoto S, Chrzan DC. ‘‘Ideal” engineering alloys. Phys Rev Lett 2007;98:105503.
[61] Dmitriev SV, Kitamura T, Li J, Umeno Y, Yashiro K, Yoshikawa N. Near-surface lattice instability in 2d fiber and half-space.

Acta Mater 2005;53:1215–24.
[62] Umeno Y, Kushima A, Kitamura T, Gumbsch P, Li J. Ab initio study of the surface properties and ideal strength of (100)

silicon thin films. Phys Rev B 2005;72:165431.
[63] Ogata S, Li J. Toughness scale from first principles. J Appl Phys 2009;106:113534.
[64] Johnston WG, Gilman JJ. Dislocation velocities, dislocation densities, and plastic flow in lithium fluoride crystals. J Appl

Phys 1959;30:129–44.
[65] Hirth JP, Lothe J. Theory of dislocations. New York: John Wiley; 1982.
[66] Christian JW, Mahajan S. Deformation twinning. Prog Mater Sci 1995;39:1–157.
[67] Lawn BR. Fracture of brittle solids. 2nd ed. Cambridge, UK: Cambridge University Press; 1993.
[68] Christian JW. The theory of transformations in metals and alloys. 3rd ed. Amsterdam: Elsevier; 2002.
[69] Nabarro FRN. Deformation of crystals by the motion of single ions. In: Report of a conference on strength of solids, H.H.

Wills Physical Laboratory, University of Bristol, London, 1948. The Physical Society; 7–9 July, 1947. p. 75–90.
[70] Herring C. Diffusional viscosity of a polycrystalline solid. J Appl Phys 1950;21:437–45.
[71] Reiner M. The deborah number. Phys Today 1964;17:62.
[72] Orowan E. Fracture and strength of solids. Rep Prog Phys 1948;12:185–232.
[73] Orowan E. Zur kristallplastizitat. i. tieftemperaturplastizitt und beckersche formel; ii. die dynamische auffassung der

kristallplastizitat; iii. uber den mechanismus des gleitvorganges. Z Phys 1934;89:605–59.
[74] Polanyi M. Uber eine art gitterstorung, die einen kristall plastisch machen konnte. Z Phys 1934;89:660–4.
[75] Taylor GI. The mechanism of plastic deformation of crystals, part I. – theoretical; part II – comparison with observations.

Proc R Soc Lond A 1934;145:362–404.
[76] Chrzan DC. Metallurgy in the age of silicon. Science 2005;310:1623–4.
[77] Yu Q, Shan Z-W, Li J, Huang XX, Xiao L, Sun J, et al. Strong crystal size effect on deformation twinning. Nature

2010;463:335–8.
[78] Feynman RP. There’s plenty of room at the bottom. In: Gilbert Horace D, editor. Miniaturization. New York: Reinhold;

1961. p. 282–96.
[79] Li J, Ngan AHW, Gumbsch P. Atomistic modeling of mechanical behavior. Acta Mater 2003;51:5711–42.
[80] Li J. The mechanics and physics of defect nucleation. MRS Bull 2007;32:151–9.
[81] Mishin Y, Asta M, Li J. Overview No. 148: atomistic modeling of interfaces and their impact on microstructure and

properties. Acta Mater 2010;58:11171151.
[82] Feng J, Hennig RG, Ashcroft NW, Hoffmann R. Emergent reduction of electronic state dimensionality in dense ordered Li–

Be alloys. Nature 2008;451:445–8.
[83] Ashcroft NW. Pressure for change in metals. Nature 2009;458:158–9.
[84] Matsuoka T, Shimizu K. Direct observation of a pressure-induced metal-to-semiconductor transition in lithium. Nature

2009;458:186–9.
[85] Bragg L, Lomer WM. A dynamical model of a crystal structure ii. Proc R Soc Lond A 1949;196:171–81.
[86] Lomer WM. A dynamical model of a crystal structure, III. Proc R Soc Lond A 1949;196:182–94.
[87] Nicolson MM. The interaction between floating particles. Proc Cambridge Philos Soc 1949;45:288–95.
[88] Gouldstone A, Van Vliet KJ, Suresh S. Nanoindentation – simulation of defect nucleation in a crystal. Nature

2001;411:656.
[89] Li J, Van Vliet KJ, Zhu T, Yip S, Suresh S. Atomistic mechanisms governing elastic limit and incipient plasticity in crystals.

Nature 2002;418:307–10.
[90] Van Vliet KJ, Li J, Zhu T, Yip S, Suresh S. Quantifying the early stages of plasticity through nanoscale experiments and

simulations. Phys Rev B 2003;67:104105.
[91] Schall P, Cohen I, Weitz DA, Spaepen F. Visualization of dislocation dynamics in colloidal crystals. Science

2004;305:1944–8.
[92] Schall P, Cohen I, Weitz DA, Spaepen F. Visualizing dislocation nucleation by indenting colloidal crystals. Nature

2006;440:319–23.
[93] Suresh S. Crystal deformation – colloid model for atoms. Nat Mater 2006;5:253–4.
[94] Taylor GF. A method of drawing metallic filaments and a discussion of their properties and uses. Phys Rev

1924;23:655–60.
[95] Herring C, Galt JK. Elastic and plastic properties of very small metal specimens. Phys Rev 1952;85:1060–1.
[96] Brenner SS. Tensile strength of whiskers. J Appl Phys 1956;27:1484–91.
[97] Brenner SS. Growth and properties of whiskers. Science 1958;128:569–75.
[98] Craighead HG. Nanoelectromechanical systems. Science 2000;290:1532–5.
[99] Brenner SS. Strength of gold whiskers. J Appl Phys 1959;30:266–7.

[100] Eisner RL. Tensile tests on silicon whiskers. Acta Metall 1955;3:414–5.
[101] Pearson GL, Read WT, Feldmann WL. Deformation and fracture of small silicon crystals. Acta Metall 1957;5:181–91.
[102] Coleman RV, Cabrera N. Zinc and cadmium whiskers. J Appl Phys 1957;28:1360.
[103] Gyulai Z. Festigkeits und plastizitatseigenschaften von nacl-nadelkristallen. Z Phys 1954;138:317–21.
[104] Piper WW, Roth WL. Perfect crystals of zinc sulfide. Phys Rev 1953;92:503.
[105] Gilman J, Johnston W. In: Doremus RH, Roberts BW, Turnbull D, editors. Growth and perfection of crystals. New

York: John Wiley & Sons; 1958. p. 84.
[106] Gordon JE. Growth and the breaking strains of certain needle crystals. Nature 1957;179:1270–2.
[107] Hulse CO. Formation and strength of magnesia whiskers. J Am Ceram Soc 1961;44:572–5.
[108] Brenner SS. Mechanical behavior of sapphire whiskers at elevated temperatures. J Appl Phys 1962;33:33–9.
[109] Legros M, Gianola DS, Hemker KJ. In situ TEM observations of fast grain-boundary motion in stressed nanocrystalline

aluminum films. Acta Mater 2008;56:3380–93.

T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757 749



Author's personal copy

[110] Gianola DS, Eberl C, Cheng XM, Hemker KJ. Stress-driven surface topography evolution in nanocrystalline Al thin films.
Adv Mater 2008;20:303–8.

[111] Mompiou F, Caillard D, Legros M. Grain boundary shear-migration coupling – I. In situ TEM straining experiments in al
polycrystals. Acta Mater 2009;57:2198–209.

[112] Caillard D, Mompiou F, Legros M. Grain-boundary shear-migration coupling. II. Geometrical model for general
boundaries. Acta Mater 2009;57:2390–402.

[113] Rupert TJ, Gianola DS, Gan Y, Hemker KJ. Experimental observations of stress-driven grain boundary migration. Science
2009;326:1686–90.

[114] Chen MW, Ma E, Hemker KJ, Sheng HW, Wang YM, Cheng XM. Deformation twinning in nanocrystalline aluminum.
Science 2003;300:1275–7.

[115] Minor AM, Asif SAS, Shan ZW, Stach EA, Cyrankowski E, Wyrobek TJ, et al. A new view of the onset of plasticity during the
nanoindentation of aluminium. Nat Mater 2006;5:697–702.

[116] Shan ZW, Mishra RK, Asif SAS, Warren OL, Minor AM. Mechanical annealing and source-limited deformation in
submicrometre-diameter Ni crystals. Nat Mater 2008;7:115–9.

[117] Oh SH, Legros M, Kiener D, Dehm G. In situ observation of dislocation nucleation and escape in a submicrometre
aluminium single crystal. Nat Mater 2009;8:95–100.

[118] Budrovic Z, Van Swygenhoven H, Derlet PM, Van Petegem S, Schmitt B. Plastic deformation with reversible peak
broadening in nanocrystalline nickel. Science 2004;304:273–6.

[119] Robinson I, Harder R. Coherent X-ray diffraction imaging of strain at the nanoscale. Nat Mater 2009;8:291–8.
[120] Clausen B, Lorentzen T, Leffers T. Self-consistent modelling of the plastic deformation of fcc polycrystals and its

implications for diffraction measurements of internal stresses. Acta Mater 1998;46:3087–98.
[121] Kisielowski C, Freitag B, Bischoff M, van Lin H, Lazar S, Knippels G, et al. Detection of single atoms and buried defects in

three dimensions by aberration-corrected electron microscope with 0.5-angstrom information limit. Microsc Microanal
2008;14:469–77.

[122] Shan ZW, Adesso G, Cabot A, Sherburne MP, Asif SAS, Warren OL, et al. Ultrahigh stress and strain in hierarchically
structured hollow nanoparticles. Nat Mater 2008;7:947–52.

[123] Binnig G, Quate CF, Gerber C. Atomic force microscope. Phys Rev Lett 1986;56:930–3.
[124] Gouldstone A, Chollacoop N, Dao M, Li J, Minor AM, Shen YL. Indentation across size scales and disciplines: recent

developments in experimentation and modeling. Acta Mater 2007;55:4015–39.
[125] Fleck NA, Muller GM, Ashby MF, Hutchinson JW. Strain gradient plasticity – theory and experiment. Acta Metall Mater

1994;42:475–87.
[126] Nix WD, Gao HJ. Indentation size effects in crystalline materials: a law for strain gradient plasticity. J Mech Phys Solids

1998;46:411–25.
[127] Huang Y, Gao H, Nix WD, Hutchinson JW. Mechanism-based strain gradient plasticity – II. Analysis. J Mech Phys Solids

2000;48:99–128.
[128] Ashby MF. Deformation of plastically non-homogeneous materials. Philos Mag 1970;21:399–424.
[129] Brenner SS. Plastic deformation of copper and silver whiskers. J Appl Phys 1957;28:1023–6.
[130] Kumar KS, Van Swygenhoven H, Suresh S. Mechanical behavior of nanocrystalline metals and alloys. Acta Mater

2003;51:5743–74.
[131] Meyers MA, Mishra A, Benson DJ. Mechanical properties of nanocrystalline materials. Prog Mater Sci 2006;51:427–556.
[132] Dao M, Lu L, Asaro RJ, De Hosson JTM, Ma E. Toward a quantitative understanding of mechanical behavior of

nanocrystalline metals. Acta Mater 2007;55:4041–65.
[133] Lu L, Chen X, Huang X, Lu K. Revealing the maximum strength in nanotwinned copper. Science 2009;323:607–10.
[134] Lu K, Lu L, Suresh S. Strengthening materials by engineering coherent internal boundaries at the nanoscale. Science

2009;324:349–52.
[135] Li XY, Wei YJ, Lu L, Lu K, Gao HJ. Dislocation nucleation governed softening and maximum strength in nano-twinned

metals. Nature 2010;464:877–80.
[136] Gruber PA, Solenthaler C, Arzt E, Spolenak R. Strong single-crystalline au films tested by a new synchrotron technique.

Acta Mater 2008;56:1876–89.
[137] Misra A, Hirth JP, Hoagland RG. Length-scale-dependent deformation mechanisms in incoherent metallic multilayered

composites. Acta Mater 2005;53:4817–24.
[138] Wang YM, Li J, Hamza AV, Barbee TW. Ductile crystalline–amorphous nanolaminates. Proc Natl Acad Sci USA

2007;104:11155–60.
[139] Veprek S, Veprek-Heijman MGJ, Karvankova P, Prochazka J. Different approaches to superhard coatings and

nanocomposites. Thin Solid Films 2005;476:1–29.
[140] Hall EO. The deformation and ageing of mild steel. 3. Discussion of results. Proc Phys Soc Lond B 1951;64:747–53.
[141] Petch NJ. The cleavage strength of polycrystals. J Iron Steel Inst 1953;174:25–8.
[142] Uchic MD, Shade PA, Dimiduk DM. Plasticity of micrometer-scale single crystals in compression. Annu Rev Mater Res

2009;39:361–86.
[143] Saito T, Furuta T, Hwang JH, Kuramoto S, Nishino K, Suzuki N, et al. Multifunctional alloys obtained via a dislocation-free

plastic deformation mechanism. Science 2003;300:464–7.
[144] Kimizuka H, Ogata S, Li J, Shibutani Y. Complete set of elastic constants of alpha-quartz at high pressure: a first-principles

study. Phys Rev B 2007;75:054109.
[145] Volkert CA, Minor AM. Focused ion beam microscopy and micromachining. MRS Bull 2007;32:389–95.
[146] Mayer J, Giannuzzi LA, Kamino T, Michael J. TEM sample preparation and FIB-induced damage. MRS Bull 2007;32:400–7.
[147] Uchic MD, Dimiduk DM, Florando JN, Nix WD. Sample dimensions influence strength and crystal plasticity. Science

2004;305:986–9.
[148] Maass R, Van Petegem S, Grolimund D, Van Swygenhoven H, Kiener D, Dehm G. Crystal rotation in Cu single crystal

micropillars: in situ Laue and electron backscatter diffraction. Appl Phys Lett 2008;92:071905.
[149] Volkert CA, Lilleodden ET. Size effects in the deformation of sub-micron au columns. Philos Mag 2006;86:5567–79.

750 T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757



Author's personal copy

[150] Rao SI, Dimiduk DM, Parthasarathy TA, Uchic MD, Tang M, Woodward C. Athermal mechanisms of size-dependent crystal
flow gleaned from three-dimensional discrete dislocation simulations. Acta Mater 2008;56:3245–59.

[151] Senger J, Weygand D, Gumbsch P, Kraft O. Discrete dislocation simulations of the plasticity of micro-pillars under uniaxial
loading. Scr Mater 2008;58:587–90.

[152] Zhu T, Li J, Samanta A, Leach A, Gall K. Temperature and strain-rate dependence of surface dislocation nucleation. Phys
Rev Lett 2008;100:025502.

[153] Weinberger CR, Cai W. Surface-controlled dislocation multiplication in metal micropillars. Proc Natl Acad Sci USA
2008;105:14304–7.

[154] Miguel MC, Vespignani A, Zapperi S, Weiss J, Grasso JR. Intermittent dislocation flow in viscoplastic deformation. Nature
2001;410:667–71.

[155] Dimiduk DM, Woodward C, LeSar R, Uchic MD. Scale-free intermittent flow in crystal plasticity. Science
2006;312:1188–90.

[156] Csikor FF, Motz C, Weygand D, Zaiser M, Zapperi S. Dislocation avalanches, Strain bursts, and the problem of plastic
forming at the micrometer scale. Science 2007;318:251–4.

[157] Bei H, Shim S, George EP, Miller MK, Herbert EG, Pharr GM. Compressive strengths of molybdenum alloy micro-pillars
prepared using a new technique. Scr Mater 2007;57:397–400.

[158] Bei H, Gao YF, Shim S, George EP, Pharr GM. Strength differences arising from homogeneous versus heterogeneous
dislocation nucleation. Phys Rev B 2008;77:060103.

[159] Richter G, Hillerich K, Gianola DS, Monig R, Kraft O, Volkert CA. Ultrahigh strength single crystalline nanowhiskers grown
by physical vapor deposition. Nano Lett 2009;9:3048–52.

[160] Burek MJ, Greer JR. Fabrication and microstructure control of nanoscale mechanical testing specimens via electron beam
lithography and electroplating. Nano Lett 2010;10:69–76.

[161] Frank FC, Read WT. Multiplication processes for slow moving dislocations. Phys Rev 1950;79:722–3.
[162] Gianola DS, Eberl C. Micro- and nanoscale tensile testing of materials. JOM 2009;61:24–35.
[163] Lu Y, Ganesan Y, Lou J. A multi-step method for in situ mechanical characterization of 1-d nanostructures using a novel

micromechanical device. Exp Mech 2010;50:47–54.
[164] Falvo MR, Clary GJ, Taylor RM, Chi V, Brooks FP, Washburn S, et al. Bending and buckling of carbon nanotubes under large

strain. Nature 1997;389:582–4.
[165] Yu MF, Files BS, Arepalli S, Ruoff RS. Tensile loading of ropes of single wall carbon nanotubes and their mechanical

properties. Phys Rev Lett 2000;84:5552–5.
[166] Ding W, Calabri L, Kohlhaas KM, Chen X, Dikin DA, Ruoff RS. Modulus, fracture strength, and brittle vs. plastic response of

the outer shell of arc-grown multi-walled carbon nanotubes. Exp Mech 2007;47:25–36.
[167] Barber AH, Andrews R, Schadler LS, Wagner HD. On the tensile strength distribution of multiwalled carbon nanotubes.

Appl Phys Lett 2005;87:203106.
[168] Demczyk BG, Wang YM, Cumings J, Hetman M, Han W, Zettl A, et al. Direct mechanical measurement of the tensile

strength and elastic modulus of multiwalled carbon nanotubes. Mater Sci Eng A 2002;334:173–8.
[169] Marquez-Lucero A, Gomez JA, Caudillo R, Miki-Yoshida M, Jose-Yacaman M. A method to evaluate the tensile strength

and stress–strain relationship of carbon nanofibers, carbon nanotubes, and c-chains. Small 2005;1:640–4.
[170] Wu B, Heidelberg A, Boland JJ. Mechanical properties of ultrahigh-strength gold nanowires. Nat Mater 2005;4:525–9.
[171] Hoffmann S, Utke I, Moser B, Michler J, Christiansen SH, Schmidt V, et al. Measurement of the bending strength of vapor–

liquid–solid grown silicon nanowires. Nano Lett 2006;6:622–5.
[172] Han XD, Zheng K, Zhang YF, Zhang XN, Zhang Z, Wang ZL. Low-temperature in situ large-strain plasticity of silicon

nanowires. Adv Mater 2007;19:2112–8.
[173] Zhang YF, Han XD, Zheng K, Zhang Z, Zhang XN, Fu JY, et al. Direct observation of super-plasticity of beta-SiC nanowires at

low temperature. Adv Funct Mater 2007;17:3435–40.
[174] Deneen J, Mook WM, Minor A, Gerberich WW, Carter CB. In situ deformation of silicon nanospheres. J Mater Sci

2006;41:4477–83.
[175] Volkert CA, Lilleodden ET, Kramer D, Weissmuller J. Approaching the theoretical strength in nanoporous Au. Appl Phys

Lett 2006;89:061920.
[176] Geim AK. Graphene: status and prospects. Science 2009;324:1530–4.
[177] Lee C, Wei XD, Kysar JW, Hone J. Measurement of the elastic properties and intrinsic strength of monolayer graphene.

Science 2008;321:385–8.
[178] Syed Asif SA, Pethica JB. Nano-scale indentation creep-testing at non-ambient temperature. J Adhes 1998;67:153–65.
[179] Bahr DF, Wilson DE, Crowson DA. Energy considerations regarding yield points during indentation. J Mater Res

1999;14:2269–75.
[180] Beake BD, Smith JF. High-temperature nanoindentation testing of fused silica and other materials. Philos Mag A

2002;82:2179–86.
[181] Schuh CA, Mason JK, Lund AC. Quantitative insight into dislocation nucleation from high-temperature nanoindentation

experiments. Nat Mater 2005;4:617–21.
[182] Mason JK, Lund AC, Schuh CA. Determining the activation energy and volume for the onset of plasticity during

nanoindentation. Phys Rev B 2006;73:054102.
[183] Cross GLW, Schirmeisen A, Grutter P, Durig UT. Plasticity, healing and shakedown in sharp-asperity nanoindentation. Nat

Mater 2006;5:370–6.
[184] Samanta A. Atomistic study of the deformation mechanisms during nanoindentation. PhD thesis, University of

Pennsylvania; 2009.
[185] Huang JY, Chen S, Wang ZQ, Kempa K, Wang YM, Jo SH, et al. Superplastic carbon nanotubes – conditions have been

discovered that allow extensive deformation of rigid single-walled nanotubes. Nature 2006;439:281.
[186] Huang JY, Chen S, Ren ZF, Wang ZQ, Wang DZ, Vaziri M, et al. Kink formation and motion in carbon nanotubes at high

temperatures. Phys Rev Lett 2006;97:075501.

T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757 751



Author's personal copy

[187] Huang JY, Ding F, Yakobson BI. Vacancy-hole and vacancy-tube migration in multiwall carbon nanotubes. Phys Rev B
2008;78:155436.

[188] Huang JY, Ding F, Yakobson BI. Dislocation dynamics in multiwalled carbon nanotubes at high temperatures. Phys Rev
Lett 2008;100:035503.

[189] Huang JY, Ding F, Yakobson BI, Lu P, Qi L, Li J. In situ observation of graphene sublimation and multi-layer edge
reconstructions. Proc Natl Acad Sci USA 2009;106:10103–8.

[190] Qi L, Huang JY, Feng J, Li J. In situ observations of the nucleation and growth of atomically sharp graphene bilayer edges.
Carbon 2010;48:2354–60.

[191] Zhao MH, Ye ZZ, Mao SX. Photoinduced stiffening in ZnO nanobelts. Phys Rev Lett 2009;102:045502.
[192] Cottrell AH. Dislocations and plastic flow in crystals. Oxford, UK: Oxford University Press; 1956.
[193] Greer JR, Nix WD. Nanoscale gold pillars strengthened through dislocation starvation. Phys Rev B 2006;73:245410.
[194] Shimizu F, Ogata S, Li J. Yield point of metallic glass. Acta Mater 2006;54:4293–8.
[195] Schuh CA, Hufnagel TC, Ramamurty U. Overview No. 144 – mechanical behavior of amorphous alloys. Acta Mater

2007;55:4067–109.
[196] Shan ZW, Li J, Cheng YQ, Minor AM, Asif SAS, Warren OL, et al. Plastic flow and failure resistance of metallic glass: Insight

from in situ compression of nanopillars. Phys Rev B 2008;77:155419.
[197] Guo H, Yan PF, Wang YB, Tan J, Zhang ZF, Sui ML, et al. Tensile ductility and necking of metallic glass. Nat Mater

2007;6:735–9.
[198] Donohue A, Spaepen F, Hoagland RG, Misra A. Suppression of the shear band instability during plastic flow of nanometer-

scale confined metallic glasses. Appl Phys Lett 2007;91:241905.
[199] Kocks UF, Argon AS, Ashby MF. Thermodynamics and kinetics of slip. Prog Mater Sci 1975;19:1–281.
[200] Cahn JW, Nabarro FRN. Thermal activation under shear. Philos Mag A 2001;81:1409–26.
[201] Caillard D, Martin JL. Thermally activated mechanisms in crystal plasticity. Oxford, UK: Elsevier Ltd.; 2003.
[202] Mott NF. Slip at grain boundaries and grain growth in metals. Proc Phys Soc Lond 1948;60:391–4.
[203] Henkelman G, Uberuaga BP, Jonsson H. A climbing image nudged elastic band method for finding saddle points and

minimum energy paths. J Chem Phys 2000;113:9901–4.
[204] Zhu T, Li J, Samanta A, Kim HG, Suresh S. Interfacial plasticity governs strain rate sensitivity and ductility in

nanostructured metals. Proc Natl Acad Sci USA 2007;104:3031–6.
[205] Yelon A, Movaghar B. Microscopic explanation of the compensation (Meyer–Neldel) rule. Phys Rev Lett 1990;65:618–20.
[206] Yelon A, Movaghar B, Branz HM. Origin and consequences of the compensation (Meyer–Neldel) law. Phys Rev B

1992;46:12244–50.
[207] Warner DH, Curtin WA. Origins and implications of temperature-dependent activation energy barriers for dislocation

nucleation in face-centered cubic metals. Acta Mater 2009;57:4267–77.
[208] Peierls R. The size of a dislocation. Proc Phys Soc 1940;52:34–7.
[209] Tschopp MA, McDowell DL. Tension-compression asymmetry in homogeneous dislocation nucleation in single crystal

copper. Appl Phys Lett 2007;90:121916.
[210] Zhu T, Li J, Van Vliet KJ, Ogata S, Yip S, Suresh S. Predictive modeling of nanoindentation-induced homogeneous

dislocation nucleation in copper. J Mech Phys Solids 2004;52:691–724.
[211] Hill R. Acceleration waves in solids. J Mech Phys Solids 1962;10:1–16.
[212] Hayes RL, Ho G, Ortiz M, Carter EA. Prediction of dislocation nucleation during nanoindentation of al3mg by the orbital-

free density functional theory local quasicontinuum method. Philos Mag 2006;86:2343–58.
[213] Zhong Y, Zhu T. Simulating nanoindentation and predicting dislocation nucleation using interatomic potential finite

element method. Comput Methods Appl Mech Eng 2008;197:3174–81.
[214] Liu XH, Gu JF, Shen Y, Li J, Chen CF. Lattice dynamical finite-element method. Acta Mater 2010;58:510–23.
[215] Tadmor EB, Smith GS, Bernstein N, Kaxiras E. Mixed finite element and atomistic formulation for complex crystals. Phys

Rev B 1999;59:235–45.
[216] Dobson M, Elliott RS, Luskin M, Tadmor EB. A multilattice quasicontinuum for phase transforming materials: Cascading

Cauchy Born kinematics. J Comput - Aid Mat Des 2007;14:219–37.
[217] Ramasubramaniam A, Carter EA. Coupled quantum-atomistic and quantum-continuum mechanics methods in materials

research. MRS Bull 2007;32:913–8.
[218] Miller RE, Rodney D. On the nonlocal nature of dislocation nucleation during nanoindentation. J Mech Phys Solids

2008;56:1203–23.
[219] Delph TJ, Zimmerman JA, Rickman JM, Kunz JM. A local instability criterion for solid-state defects. J Mech Phys Solids

2009;57:65–73.
[220] Rice JR. Dislocation nucleation from a crack tip – an analysis based on the Peierls concept. J Mech Phys Solids

1992;40:239–71.
[221] Diao JK, Gall K, Dunn ML. Surface-stress-induced phase transformation in metal nanowires. Nat Mater 2003;2:656–60.
[222] Diao JK, Gall K, Dunn ML. Yield strength asymmetry in metal nanowires. Nano Lett 2004;4:1863–7.
[223] Rabkin E, Nam HS, Srolovitz DJ. Atomistic simulation of the deformation of gold nanopillars. Acta Mater

2007;55:2085–99.
[224] Dingreville R, Qu JM, Cherkaoui M. Surface free energy and its effect on the elastic behavior of nano-sized particles, wires

and films. J Mech Phys Solids 2005;53:1827–54.
[225] Shenoy VB, Reddy CD, Ramasubramaniam A, Zhang YW. Edge-stress-induced warping of graphene sheets and

nanoribbons. Phys Rev Lett 2008;101:245501.
[226] Park HS, Klein PA. Surface Cauchy–Born analysis of surface stress effects on metallic nanowires. Phys Rev B

2007;75:085408.
[227] Rice JR, Beltz GE. The activation-energy for dislocation nucleation at a crack. J Mech Phys Solids 1994;42:333–60.
[228] Xu G, Argon AS, Ortiz M. Nucleation of dislocations from crack tips under mixed-modes of loading – implications for

brittle against ductile behavior of crystals. Philos Mag A 1995;72:415–51.
[229] Yang W, Tang JC, Ing YS, Ma CC. Transient dislocation emission from a crack tip. J Mech Phys Solids 2001;49:2431–53.

752 T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757



Author's personal copy

[230] Vitek V, Paidar V. Non-planar dislocation cores: a ubiquitous phenomenon affecting mechanical properties of crystalline
materials. In: Hirth JP, editor. Dislocations in solids. Elsevier; 2008. p. 441–514.

[231] Xu GS, Argon AS. Homogeneous nucleation of dislocation loops under stress in perfect crystals. Philos Mag Lett
2000;80:605–11.

[232] Brochard S, Beauchamp P, Grilhe J. Dislocation nucleation from surface steps: atomistic simulation in aluminium. Philos
Mag A 2000;80:503–24.

[233] Xu GS, Zhang CL. Analysis of dislocation nucleation from a crystal surface based on the Peierls–Nabarro dislocation model.
J Mech Phys Solids 2003;51:1371–94.

[234] Horstemeyer MF, Baskes MI, Plimpton SJ. Length scale and time scale effects on the plastic flow of fcc metals. Acta Mater
2001;49:4363–74.

[235] Zuo L, Ngan AHW, Zheng GP. Size dependence of incipient dislocation plasticity in Ni3Al. Phys Rev Lett 2005;94:095501.
[236] Rabkin E, Srolovitz DJ. Onset of plasticity in gold nanopillar compression. Nano Lett 2007;7:101–7.
[237] Tschopp MA, McDowell DL. Influence of single crystal orientation on homogeneous dislocation nucleation under uniaxial

loading. J Mech Phys Solids 2008;56:1806–30.
[238] Cao A, Ma E. Sample shape and temperature strongly influence the yield strength of metallic nanopillars. Acta Mater

2008;56:4816–28.
[239] Hirel P, Godet J, Brochard S, Pizzagalli L, Beauchamp P. Determination of activation parameters for dislocation formation

from a surface in fcc metals by atomistic simulations. Phys Rev B 2008;78:064109.
[240] Spearot DE, Tschopp MA, McDowell DL. Orientation and rate dependence of dislocation nucleation stress computed using

molecular dynamics. Scr Mater 2009;60:675–8.
[241] Deng C, Sansoz F. Fundamental differences in the plasticity of periodically twinned nanowires in Au, Ag, Al, Cu, Pb and Ni.

Acta Mater 2009;57:6090–101.
[242] Ngan AHW, Zuo L, Wo PC. Size dependence and stochastic nature of yield strength of micron-sized crystals: a case study

on Ni3Al. Proc R Soc A 2006;462:1661–81.
[243] Greer JR, Oliver WC, Nix WD. Size dependence of mechanical properties of gold at the micron scale in the absence of

strain gradients. Acta Mater 2005;53:1821–30.
[244] Gilman JJ. Appl Micromech Flow Solids 1953:185–90.
[245] Greer JR, Weinberger CR, Cai W. Comparing the strength of f.c.c. and b.c.c. sub-micrometer pillars: compression

experiments and dislocation dynamics simulations. Mater Sci Eng A 2008;493:21–5.
[246] Kim JY, Greer JR. Tensile and compressive behavior of gold and molybdenum single crystals at the nano-scale. Acta Mater

2009;57:5245–53.
[247] Schneider AS, Kaufmann D, Clark BG, Frick CP, Gruber PA, Monig R, et al. Correlation between critical temperature and

strength of small-scale bcc pillars. Phys Rev Lett 2009;103:105501.
[248] Sieradzki K, Rinaldi A, Friesen C, Peralta P. Length scales in crystal plasticity. Acta Mater 2006;54:4533–8.
[249] Rinaldi A, Peralta P, Friesen C, Sieradzki K. Sample-size effects in the yield behavior of nanocrystalline nickel. Acta Mater

2008;56:511–7.
[250] Nix WD. Mechanical-properties of thin-films. Metall Trans A – Phys Metall Mater Sci 1989;20:2217–45.
[251] Arzt E. Overview No. 130 – size effects in materials due to microstructural and dimensional constraints: a comparative

review. Acta Mater 1998;46:5611–26.
[252] Freund LB, Suresh S. Thin film materials: stress, defect formation and surface evolution. Cambridge, UK: Cambridge

University Press; 2003.
[253] Derlet PM, Gumbsch P, Hoagland R, Li J, McDowell DL, Van Swygenhoven H, et al. Atomistic simulations of dislocations in

confined volumes. MRS Bull 2009;34:184–9.
[254] Lu L, Shen YF, Chen XH, Qian LH, Lu K. Ultrahigh strength and high electrical conductivity in copper. Science

2004;304:422–6.
[255] Ma E, Wang YM, Lu QH, Sui ML, Lu L, Lu K. Strain hardening and large tensile elongation in ultrahigh-strength nano-

twinned copper. Appl Phys Lett 2004;85:4932–4.
[256] Hart EW. A theory for flow of polycrystals. Acta Metall 1967;15:1545–9.
[257] Hutchinson JW, Neale KW. Influence of strain-rate sensitivity on necking under uniaxial tension. Acta Metall

1977;25:839–46.
[258] Lu L, Schwaiger R, Shan ZW, Dao M, Lu K, Suresh S. Nano-sized twins induce high rate sensitivity of flow stress in pure

copper. Acta Mater 2005;53:2169–79.
[259] Mahajan S, Barry DE, Eyre BL. A thin twin and its interaction with a coherent twin boundary in copper. Philos Mag

1970;21:43–52.
[260] Mahajan S, Chin GY. Twin–slip, twin–twin and slip–twin interactions in Co-8 wt percent Fe alloy single-crystals. Acta

Metall 1973;21:173–9.
[261] Lee TC, Robertson IM, Birnbaum HK. Prediction of slip transfer mechanisms across grain-boundaries. Scr Metall

1989;23:799–803.
[262] Lee TC, Robertson IM, Birnbaum HK. TEM in situ deformation study of the interaction of lattice dislocations with grain-

boundaries in metals. Philos Mag A 1990;62:131–53.
[263] Jin ZH, Gumbsch P, Ma E, Albe K, Lu K, Hahn H, et al. The interaction mechanism of screw dislocations with coherent twin

boundaries in different face-centred cubic metals. Scr Mater 2006;54:1163–8.
[264] Dewald MP, Curtin WA. Multiscale modelling of dislocation/grain-boundary interactions: I. Edge dislocations impinging

on sigma 11 (113) tilt boundary in al. Modell Simul Mater Sci Eng 2007;15:S193–215.
[265] Dewald MP, Curtin WA. Multiscale modelling of dislocation/grain boundary interactions, ii. Screw dislocations impinging

on tilt boundaries in al. Philos Mag 2007;87:4615–41.
[266] Zhang X, Anderoglu O, Hoagland RG, Misra A. Nanoscale growth twins in sputtered metal films. JOM 2008;60:75–8.
[267] Jin ZH, Gumbsch P, Albe K, Ma E, Lu K, Gleiter H, et al. Interactions between non-screw lattice dislocations and coherent

twin boundaries in face-centered cubic metals. Acta Mater 2008;56:1126–35.

T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757 753



Author's personal copy

[268] Shabib I, Miller RE. A molecular dynamics study of twin width, grain size and temperature effects on the toughness of 2d-
columnar nanotwinned copper. Modell Simul Mater Sci Eng 2009;17:055009.

[269] Wu ZX, Zhang YW, Srolovitz DJ. Dislocation–twin interaction mechanisms for ultrahigh strength and ductility in
nanotwinned metals. Acta Mater 2009;57:4508–18.

[270] Li L, Ghoniem NM. Twin-size effects on the deformation of nanotwinned copper. Phys Rev B 2009;79:075444.
[271] Lu L, Dao M, Zhu T, Li J. Size dependence of rate-controlling deformation mechanisms in nanotwinned copper. Scr Mater

2009;60:1062–6.
[272] Nabarro FRN. Cottrell–Stokes law and activation theory. Acta Metall Mater 1990;38:161–4.
[273] Estrin Y, Kim HS, Nabarro FRN. A comment on the role of Frank–Read sources in plasticity of nanomaterials. Acta Mater

2007;55:6401–7.
[274] Watanabe T. An approach to grain-boundary design for strong and ductile polycrystals. Res Mech 1984;11:47–84.
[275] Randle V. Twinning-related grain boundary engineering. Acta Mater 2004;52:4067–81.
[276] Randle V. Grain boundary engineering: an overview after 25 years. Mater Sci Technol 2010;26:253–61.
[277] Shan ZW, Lu L, Minor AM, Stach EA, Mao SX. The effect of twin plane spacing on the deformation of copper containing a

high density of growth twins. JOM 2008;60:71–4.
[278] Wolf D, Yamakov V, Phillpot SR, Mukherjee A, Gleiter H. Deformation of nanocrystalline materials by molecular-dynamics

simulation: relationship to experiments? Acta Mater 2005;53:1–40.
[279] Van Swygenhoven H, Weertman JR. Deformation in nanocrystalline metals. Mater Today 2006;9:24–31.
[280] Ma E. Eight routes to improve the tensile ductility of bulk nanostructured metals and alloys. JOM 2006;58:49–53.
[281] Sergueeva AV, Mara NA, Mukherjee AK. Plasticity at really diminished length scales. Mater Sci Eng A 2007;463:8–13.
[282] Van Swygenhoven H, Caro A. Plastic behavior of nanophase metals studied by molecular dynamics. Phys Rev B

1998;58:11246–51.
[283] Froseth AG, Derlet PM, Van Swygenhoven H. Dislocations emitted from nanocrystalline grain boundaries: nucleation and

splitting distance. Acta Mater 2004;52:5863–70.
[284] Cahn JW, Mishin Y, Suzuki A. Coupling grain boundary motion to shear deformation. Acta Mater 2006;54:4953–75.
[285] Mishin Y, Suzuki A, Uberuaga BP, Voter AF. Stick-slip behavior of grain boundaries studied by accelerated molecular

dynamics. Phys Rev B 2007;75:224101.
[286] Zhang H, Duy D, Srolovitz DJ. Effects of boundary inclination and boundary type on shear-driven grain boundary

migration. Philos Mag 2008;88:243–56.
[287] Ashby MF, Verrall RA. Diffusion-accommodated flow and superplasticity. Acta Metall 1973;21:149–63.
[288] Crossman FW, Ashby MF. Nonuniform flow of polycrystals by grain-boundary sliding accommodated by power-law

creep. Acta Metall 1975;23:425–40.
[289] Argon AS, Yip S. The strongest size. Philos Mag Lett 2006;86:713–20.
[290] Asaro RJ, Suresh S. Mechanistic models for the activation volume and rate sensitivity in metals with nanocrystalline

grains and nano-scale twins. Acta Mater 2005;53:3369–82.
[291] Wei YJ, Anand L. Grain-boundary sliding and separation in polycrystalline metals: application to nanocrystalline fcc

metals. J Mech Phys Solids 2004;52:2587–616.
[292] Zhu B, Asaro RJ, Krysl P, Bailey R. Transition of deformation mechanisms and its connection to grain size distribution in

nanocrystalline metals. Acta Mater 2005;53:4825–38.
[293] Dao M, Lu L, Shen YF, Suresh S. Strength, strain-rate sensitivity and ductility of copper with nanoscale twins. Acta Mater

2006;54:5421–32.
[294] Capolungo L, Cherkaoui M, Qu J. On the elastic–viscoplastic behavior of nanocrystalline materials. Int J Plast

2007;23:561–91.
[295] Jerusalem A, Dao M, Suresh S, Radovitzky R. Three-dimensional model of strength and ductility of polycrystalline copper

containing nanoscale twins. Acta Mater 2008;56:4647–57.
[296] Yip S. Nanocrystals – the strongest size. Nature 1998;391:532–3.
[297] Asaro RJ, Krysl P, Kad B. Deformation mechanism transitions in nanoscale fcc metals. Philos Mag Lett 2003;83:733–43.
[298] Schiotz J, Di Tolla FD, Jacobsen KW. Softening of nanocrystalline metals at very small grain sizes. Nature 1998;391:561–3.
[299] Schiotz J, Jacobsen KW. A maximum in the strength of nanocrystalline copper. Science 2003;301:1357–9.
[300] Yamakov V, Wolf D, Phillpot SR, Mukherjee AK, Gleiter H. Deformation mechanism crossover and mechanical behaviour

in nanocrystalline materials. Philos Mag Lett 2003;83:385–93.
[301] Narutani T, Takamura J. Grain-size strengthening in terms of dislocation density measured by resistivity. Acta Metall

Mater 1991;39:2037–49.
[302] Rajagopalan J, Han JH, Saif MTA. Plastic deformation recovery in freestanding nanocrystalline aluminum and gold thin

films. Science 2007;315:1831–4.
[303] Wei YJ, Bower AF, Gao HJ. Recoverable creep deformation and transient local stress concentration due to heterogeneous

grain-boundary diffusion and sliding in polycrystalline solids. J Mech Phys Solids 2008;56:1460–83.
[304] Li XY, Wei YJ, Yang W, Gao HJ. Competing grain-boundary- and dislocation-mediated mechanisms in plastic strain

recovery in nanocrystalline aluminum. Proc Natl Acad Sci USA 2009;106:16108–13.
[305] Lu L, Zhu T, Shen YF, Dao M, Lu K, Suresh S. Stress relaxation and the structure size-dependence of plastic deformation in

nanotwinned copper. Acta Mater 2009;57:5165–73.
[306] Conrad H. Plastic deformation kinetics in nanocrystalline fcc metals based on the pile-up of dislocations. Nanotechnology

2007;18:325701.
[307] Armstrong RW, Rodriguez P. Flow stress/strain rate/grain size coupling for fcc nanopolycrystals. Philos Mag

2006;86:5787–96.
[308] Jin M, Minor AM, Stach EA, Morris JW. Direct observation of deformation-induced grain growth during the

nanoindentation of ultrafine-grained al at room temperature. Acta Mater 2004;52:5381–7.
[309] Li JCM. Mechanical grain growth in nanocrystalline copper. Phys Rev Lett 2006;96:215506.
[310] Lee SW, Han SM, Nix WD. Uniaxial compression of fcc au nanopillars on an mgo substrate: the effects of prestraining and

annealing. Acta Mater 2009;57:4404–15.

754 T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757



Author's personal copy

[311] Maass R, Van Petegem S, Ma DC, Zimmermann J, Grolimund D, Roters F, et al. Smaller is stronger: the effect of strain
hardening. Acta Mater 2009;57:5996–6005.

[312] Wang YM, Hamza AV, Ma E. Activation volume and density of mobile dislocations in plastically deforming
nanocrystalline ni. Appl Phys Lett 2005;86:241917.

[313] Wang YM, Hamza AV, Ma E. Temperature-dependent strain rate sensitivity and activation volume of nanocrystalline ni.
Acta Mater 2006;54:2715–26.

[314] Frost HJ, Ashby MF. Deformation-mechanism maps. New York: Pergamon Press; 1982.
[315] Cottrell AH. Theoretical structural metallurgy. New York: St. Martin’s Press Inc.; 1962.
[316] Otsuka K, Ren X. Physical metallurgy of ti-ni-based shape memory alloys. Prog Mater Sci 2005;50:511–678.
[317] Zhu YT, Liao XZ, Wu XL. Deformation twinning in bulk nanocrystalline metals: experimental observations. JOM

2008;60:60–4.
[318] Dehm G, Oh SH, Gruber P, Legros M, Fischer FD. Strain compensation by twinning in au thin films: experiment and model.

Acta Mater 2007;55:6659–65.
[319] Van Swygenhoven H, Derlet PM, Froseth AG. Stacking fault energies and slip in nanocrystalline metals. Nat Mater

2004;3:399–403.
[320] Tadmor EB, Hai S. A peierls criterion for the onset of deformation twinning at a crack tip. J Mech Phys Solids

2003;51:765–93.
[321] Cottrell AH, Bilby BA. A mechanism for the growth of deformation twins in crystals. Philos Mag 1951;42:573–81.
[322] Zhu YT, Narayan J, Hirth JP, Mahajan S, Wu XL, Liao XZ. Formation of single and multiple deformation twins in

nanocrystalline fcc metals. Acta Mater 2009;57:3763–70.
[323] Yamakov V, Wolf D, Phillpot SR, Mukherjee AK, Gleiter H. Deformation-mechanism map for nanocrystalline metals by

molecular-dynamics simulation. Nat Mater 2004;3:43–7.
[324] Li BQ, Sui ML, Li B, Ma E, Mao SX. Reversible twinning in pure aluminum. Phys Rev Lett 2009;102:205504.
[325] Waitz T, Tsuchiya K, Antretter T, Fischer FD. Phase transformations of nanocrystalline martensitic materials. MRS Bull

2009;34:814–21.
[326] Liang WW, Zhou M, Ke FJ. Shape memory effect in cu nanowires. Nano Lett 2005;5:2039–43.
[327] Park HS, Cai W, Espinosa HD, Huang HC. Mechanics of crystalline nanowires. MRS Bull 2009;34:178–83.
[328] Bhattacharya K, James RD. The material is the machine. Science 2005;307:53–4.
[329] Juan JS, No ML, Schuh CA. Nanoscale shape-memory alloys for ultrahigh mechanical damping. Nat Nanotechnol

2009;4:415–9.
[330] Ye J, Mishra RK, Pelton AR, Minor AM. Direct observation of the NiTi martensitic phase transformation in nanoscale

volumes. Acta Mater 2010;58:490–8.
[331] Frick CP, Orso S, Arzt E. Loss of pseudoelasticity in nickel-titanium sub-micron compression pillars. Acta Mater

2007;55:3845–55.
[332] Waitz T, Spisak D, Hafner J, Karnthaler HP. Size-dependent martensitic transformation path causing atomic-scale

twinning of nanocrystalline NiTi shape memory alloys. Europhys Lett 2005;71:98–103.
[333] James RD, Hane KF. Martensitic transformations and shape-memory materials. Acta Mater 2000;48:197–222.
[334] Bhattacharya K. Microstructure of martensite. New York: Oxford University Press; 2003.
[335] Patoor E, Lagoudas DC, Entchev PB, Brinson LC, Gao XJ. Shape memory alloys part, I: general properties and modeling of

single crystals. Mech Mater 2006;38:391–429.
[336] Lagoudas DC, Entchev PB, Popov P, Patoor E, Brinson LC, Gao XJ. Shape memory alloys part, II: modeling of polycrystals.

Mech Mater 2006;38:430–62.
[337] Lai WS, Liu BX. Lattice stability of some Ni–Ti alloy phases versus their chemical composition and disordering. J Phys –

Cond Matter 2000;12:L53–60.
[338] Huang XY, Ackland GJ, Rabe KM. Crystal structures and shape-memory behaviour of NiTi. Nat Mater 2003;2:307–11.
[339] Wang XQ. Twinned structure for shape memory: first-principles calculations. Phys Rev B 2008;78:092103.
[340] Wagner MFX, Windl W. Lattice stability, elastic constants and macroscopic moduli of NiTi martensites from first

principles. Acta Mater 2008;56:6232–45.
[341] Hatcher N, Kontsevoi OY, Freeman AJ. Martensitic transformation path of NiTi. Phys Rev B 2009;79:020202.
[342] Hatcher N, Kontsevoi OY, Freeman AJ. Role of elastic and shear stabilities in the martensitic transformation path of NiTi.

Phys Rev B 2009;80:144203.
[343] Kibey S, Sehitoglu H, Johnson DD. Energy landscape for martensitic phase transformation in shape memory NiTi. Acta

Mater 2009;57:1624–9.
[344] Heinen R, Hackl K, Windl W, Wagner MFX. Microstructural evolution during multiaxial deformation of pseudoelastic NiTi

studied by first-principles-based micromechanical modeling. Acta Mater 2009;57:3856–67.
[345] Waitz T, Antretter T, Fischer FD, Simha NK, Karnthaler HP. Size effects on the martensitic phase transformation of NiTi

nanograins. J Mech Phys Solids 2007;55:419–44.
[346] Ibarra A, San Juan J, Bocanegra EH, No ML. Evolution of microstructure and thermomechanical properties during

superelastic compression cycling in Cu–Al–Ni single crystals. Acta Mater 2007;55:4789–98.
[347] Norfleet DM, Sarosi PM, Manchiraju S, Wagner MFX, Uchic MD, Anderson PM, et al. Transformation-induced plasticity

during pseudoelastic deformation in ni–ti microcrystals. Acta Mater 2009;57:3549–61.
[348] Daymond MR, Young ML, Almer JD, Dunand DC. Strain and texture evolution during mechanical loading of a crack tip in

martensitic shape-memory NiTi. Acta Mater 2007;55:3929–42.
[349] Creuziger A, Bartol LJ, Gall K, Crone WC. Fracture in single crystal NiTi. J Mech Phys Solids 2008;56:2896–905.
[350] Lim TJ, McDowell DL. Cyclic thermomechanical behavior of a polycrystalline pseudoelastic shape memory alloy. J Mech

Phys Solids 2002;50:651–76.
[351] Gall K, Tyber J, Wilkesanders G, Robertson SW, Ritchie RO, Maier HJ. Effect of microstructure on the fatigue of hot-rolled

and cold-drawn NiTi shape memory alloys. Mater Sci Eng A 2008;486:389–403.
[352] Hemker KJ, Sharpe WN. Microscale characterization of mechanical properties. Annu Rev Mater Res 2007;37:93–126.

T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757 755



Author's personal copy

[353] Espinosa HD, Zhu Y, Moldovan N. Design and operation of a mems-based material testing system for nanomechanical
characterization. J Microelectromech Sys 2007;16:1219–31.

[354] Dumitrica T, Hua M, Yakobson BI. Symmetry-, time-, and temperature-dependent strength of carbon nanotubes. Proc Natl
Acad Sci USA 2006;103:6105–9.

[355] Ostlund F, Rzepiejewska-Malyska K, Leifer K, Hale LM, Tang YY, Ballarini R, et al. Brittle-to-ductile transition in uniaxial
compression of silicon pillars at room temperature. Adv Funct Mater 2009;19:2439–44.

[356] Zhu T, Li J, Yip S. Atomistic study of dislocation loop emission from a crack tip. Phys Rev Lett 2004;93:025503.
[357] Warner DH, Curtin WA, Qu S. Rate dependence of crack-tip processes predicts twinning trends in f.c.c. metals. Nat Mater

2007;6:876–81.
[358] Griffith AA. The phenomena of rupture and flow in solids. Philos Trans R Soc London A 1920;221:163–98.
[359] Huang S, Zhang SL, Belytschko T, Terdalkar SS, Zhu T. Mechanics of nanocrack: fracture, dislocation emission, and

amorphization. J Mech Phys Solids 2009;57:840–50.
[360] Stillinger FH, Weber TA. Computer-simulation of local order in condensed phases of silicon. Phys Rev B 1985;31:5262–71.
[361] Thomson R, Hsieh C, Rana V. Lattice trapping of fracture cracks. J Appl Phys 1971;42:3154–60.
[362] Sinclair JE. Influence of interatomic force law and of kinks on propagation of brittle cracks. Philos Mag 1975;31:647–71.
[363] Curtin WA. On lattice trapping of cracks. J Mater Res 1990;5:1549–60.
[364] Bernstein N, Hess DW. Lattice trapping barriers to brittle fracture. Phys Rev Lett 2003;91:025501.
[365] Zhu T, Li J, Yip S. Atomistic configurations and energetics of crack extension in silicon. Phys Rev Lett 2004;93:205504.
[366] Zhu T, Li J, Yip S. Atomistic characterization of three-dimensional lattice trapping barriers to brittle fracture. Proc R Soc A

2006;462:1741–61.
[367] Rice JR. Thermodynamics of quasi-static growth of griffith cracks. J Mech Phys Solids 1978;26:61–78.
[368] Zhu YT, Liao XZ. Nanostructured metals – retaining ductility. Nat Mater 2004;3:351–2.
[369] Sutton AP, Balluffi RW. Interfaces in crystalline materials. Oxford, UK: Oxford University Press; 1995.
[370] Schuh CA, Kumar M, King WE. Analysis of grain boundary networks and their evolution during grain boundary

engineering. Acta Mater 2003;51:687–700.
[371] Reed BW, Kumar M, Minich RW, Rudd RE. Fracture roughness scaling and its correlation with grain boundary network

structure. Acta Mater 2008;56:3278–89.
[372] Bechtle S, Kumar M, Somerday BP, Launey ME, Ritchie RO. Grain-boundary engineering markedly reduces susceptibility

to intergranular hydrogen embrittlement in metallic materials. Acta Mater 2009;57:4148–57.
[373] Palumbo G, King PJ, Aust KT, Erb U, Lichtenberger PC. Grain-boundary design and control for intergranular stress-

corrosion resistance. Scr Metall Mater 1991;25:1775–80.
[374] Gao Y, Kumar M, Nalla RK, Ritchie RO. High-cycle fatigue of nickel-based superalloy me3 at ambient and elevated

temperatures: role of grain-boundary engineering. Metall Mater Trans A 2005;36A:3325–33.
[375] Argon AS, Demkowicz MJ. Atomistic simulation and analysis of plasticity in amorphous silicon. Philos Mag

2006;86:4153–72.
[376] Alsem DH, Muhlstein CL, Stach EA, Ritchie RO. Further considerations on the high-cycle fatigue of micron-scale

polycrystalline silicon. Scr Mater 2008;59:931–5.
[377] Kahn H, Avishai A, Ballarini R, Heuer AH. Surface oxide effects on failure of polysilicon mems after cyclic and monotonic

loading. Scr Mater 2008;59:912–5.
[378] Muhlstein CL, Stach EA, Ritchie RO. A reaction-layer mechanism for the delayed failure of micron-scale polycrystalline

silicon structural films subjected to high-cycle fatigue loading. Acta Mater 2002;50:3579–95.
[379] Alsem DH, Pierron ON, Stach EA, Muhlstein CL, Ritchie RO. Mechanisms for fatigue of micron-scale silicon structural films.

Adv Eng Mater 2007;9:15–30.
[380] Beaulieu LY, Eberman KW, Turner RL, Krause LJ, Dahn JR. Colossal reversible volume changes in lithium alloys.

Electrochem Solid State Lett 2001;4:A137–40.
[381] Chan CK, Peng HL, Liu G, McIlwrath K, Zhang XF, Huggins RA, et al. High-performance lithium battery anodes using silicon

nanowires. Nat Nanotechnol 2008;3:31–5.
[382] Haftbaradaran H, Gao HJ, Curtin WA. A surface locking instability for atomic intercalation into a solid electrode. Appl Phys

Lett 2010;96:091909.
[383] Mott NF, Rigo S, Rochet F, Stoneham AM. Oxidation of silicon. Philos Mag B 1989;60:189–212.
[384] Newman RC, Sieradzki K. Metallic corrosion. Science 1994;263:1708–9.
[385] Meethong N, Huang HYS, Speakman SA, Carter WC, Chiang YM. Strain accommodation during phase transformations in

olivine-based cathodes as a materials selection criterion for high-power rechargeable batteries. Adv Funct Mater
2007;17:1115–23.

[386] Tang M, Huang HY, Meethong N, Kao YH, Carter WC, Chiang YM. Model for the particle size, overpotential, and strain
dependence of phase transition pathways in storage electrodes: application to nanoscale olivines. Chem Mater
2009;21:1557–71.

[387] Van der Ven A, Garikipati K, Kim S, Wagemaker M. The role of coherency strains on phase stability in lixfepo4: needle
crystallites minimize coherency strain and overpotential. J Electrochem Soc 2009;156:A949–57.

[388] Schwarz RB, Khachaturyan AG. Thermodynamics of open two-phase systems with coherent interfaces: application to
metal-hydrogen systems. Acta Mater 2006;54:313–23.

[389] Pundt A, Kirchheim R. Hydrogen in metals: microstructural aspects. Annu Rev Mater Res 2006;36:555–608.
[390] Buehler MJ, Yung YC. Deformation and failure of protein materials in physiologically extreme conditions and disease. Nat

Mater 2009;8:175–88.
[391] Odette GR, Yamamoto T, Rathbun HJ, He MY, Hribernik ML, Rensman JW. Cleavage fracture and irradiation embrittlement

of fusion reactor alloys: mechanisms, multiscale models, toughness measurements and implications to structural
integrity assessment. J Nucl Mater 2003;323:313–40.

[392] Bazant ZP, Le JL, Bazant MZ. Scaling of strength and lifetime probability distributions of quasibrittle structures based on
atomistic fracture mechanics. Proc Natl Acad Sci USA 2009;106:11484–9.

756 T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757



Author's personal copy

[393] Gao HJ, Ji BH, Jager IL, Arzt E, Fratzl P. Materials become insensitive to flaws at nanoscale: lessons from nature. Proc Natl
Acad Sci USA 2003;100:5597–600.

[394] Larché F, Cahn JW. Linear theory of thermochemical equilibrium of solids under stress. Acta Metall 1973;21:1051–63.
[395] Larché FC, Cahn JW. The interactions of composition and stress in crystalline solids. Acta Metall 1985;33:331–57.
[396] Balluffi RW, Allen SM, Carter WC. Kinetics of materials. New York: Wiley; 2005.
[397] Simmons RO, Balluffi RW. Measurements of equilibrium vacancy concentrations in aluminum. Phys Rev 1960;117:52–61.
[398] Wang YZ, Li J. Overview no. 150: phase field modeling of defects and deformation. Acta Mater 2010;58:1212–35.
[399] Coble RL. A model for boundary diffusion controlled creep in polycrystalline materials. J Appl Phys 1963;34:1679–82.
[400] Mishin Y, Mehl MJ, Papaconstantopoulos DA, Voter AF, Kress JD. Structural stability and lattice defects in copper: ab initio,

tight-binding, and embedded-atom calculations. Phys Rev B 2001;6322:224106.
[401] Sambles JR. Electron microscope study of evaporating gold particles – kelvin equation for liquid gold and lowering of

melting point of solid gold particles. Proc R Soc London A 1971;324:339–51.
[402] Buffat P, Borel JP. Size effect on melting temperature of gold particles. Phys Rev A 1976;13:2287–98.
[403] Wang ZL, Petroski JM, Green TC, El-Sayed MA. Shape transformation and surface melting of cubic and tetrahedral

platinum nanocrystals. J Phys Chem B 1998;102:6145–51.
[404] Sun LT, Krasheninnikov AV, Ahlgren T, Nordlund K, Banhart F. Plastic deformation of single nanometer-sized crystals.

Phys Rev Lett 2008;101:156101.
[405] Gerberich W, Mook W. Nanomechanics – a new picture of plasticity. Nat Mater 2005;4:577–8.
[406] Ngan AHW, Wo PC, Zuo L, Li H, Afrin N. The strength of submicron-sized materials. Int J Mod Phys B 2006;20:3579–86.
[407] Syed Asif SA, Pethica JB. Nanoindentation creep of single-crystal tungsten and gallium arsenide. Philos Mag A

1997;76:1105–18.
[408] Yip S. Nanocrystalline metals – mapping plasticity. Nat Mater 2004;3:11–2.
[409] Asaro RJ, Tiller WA. Interface morphology development during stress-corrosion cracking 1 via surface diffusion. Met

Trans 1972;3:1789–96.
[410] Srolovitz DJ. On the stability of surfaces of stressed solids. Acta Metall 1989;37:621–5.
[411] Suo Z. Motions of microscopic surfaces in materials. Adv Appl Mech 1997;33:193–294.
[412] Spaepen F. A survey of energies in materials science. Philos Mag 2005;85:2979–87.

T. Zhu, J. Li / Progress in Materials Science 55 (2010) 710–757 757


