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The finite-temperature mechanical strength of nanoscale pristine metals at laboratory strain rates may
be controlled by surface dislocation nucleation, which was hypothesized to be only weakly dependent on
the sample size. Previous studies on surface dislocation nucleation investigated factors such as surface
steps, oxidation layers and surface diffusion, while the role of surface stresses and sample size remains
unclear. Here we perform systematic atomistic calculations on the activation free energy barriers of
surface dislocation nucleation in sub-50 nm nanowires. The results demonstrate that surface stresses
significantly influence the activation processes of surface dislocation nucleation. This renders the
strength strongly dependent on sample size; whether it is “smaller is stronger” or “smaller is weaker”
depends on the combined effects of surface stress and applied axial stress, which can be universally
explained in terms of the local maximum resolved shear stress. A linear relation between the activation
entropy and activation enthalpy (Meyer-Neldel compensation rule) was found to work well across a
range of stresses and sample sizes.

© 2017 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Nanomanufacturing can create small-volume (with length scale
of 101e102 nm) metals that contain little or no defects [1e7]. These
nanoscale pristine metals represent an extreme state of crystals:
they are free of pre-existing dislocations but have very high
surface-to-volume ratio. (Indeed, one reason for the lack of dislo-
cation storage is that image attractions to free surfaces tend to
destabilize dislocation networks.) At low homologous tempera-
tures, when nanoscale pristine metals are subjected to relatively
high external stress, it is widely believed that plastic deformation
initiates via thermally activated nucleation of dislocations on the
surfaces [7e15]. This surface dislocation nucleation (SDN) process
has been shown to be highly sensitive to surface conditions [16]. For
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example, the local configurations of surfaces such as surface steps
[17e19], local morphology [13] and oxidation layers [20] can
significantly influence the activation parameters of SDN. Mass-
action processes such as surface diffusion of atoms may also
couple strongly with SDN [7]. In addition to these extrinsic surface
conditions and processes, large surface stresses are ubiquitous in
nanoscale pristine metals as a result of the under-coordinated
surface atoms [21e25]. These surface stresses are believed to
impose intrinsic limits on the mechanical strength of nanoscale
pristine metals [9,13,26e28], but their effects have not been
investigated in detail.

SDN has been studied before from different perspectives. For
example, within the framework of continuum mechanics, the
activation energy of SDN has been usually modeled by analyzing
individual contributions such as the elastic energy, stacking fault
energy, surface ledge energy, etc [9,10,29,30]. These models
generally suffer from the uncertainties on the dislocation core
cutoff parameters employed. Alternatively, SDN has been treated
based on the Peierls-Nabarro dislocation model [31], which in-
corporates atomistic information into the continuum approach.
Computationally, activation parameters of SDN have been
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calculated using either reaction pathway samplingmethods [8,9] or
hyperdynamics simulations [32]. Generally, activation parameters
obtained either analytically or computationally are stress depen-
dent, which are then fed into finite-temperature transition-state
theories whereby the nucleation stress can be obtained numeri-
cally for different strain rates. Such a modeling framework
combining atomistic simulations/continuum mechanics and reac-
tion rate theories has been shown to be useful in predicting the
mechanical strength over a range of temperatures and strain rates
that can be directly compared with laboratory experiments.

While the mechanical strength of nanoscale pristine metals has
been successfully modeled with respect to external variables such
as temperature and strain rate, the intrinsic sample size effects have
only been treated briefly [8e10,30]. For example, surface effects
were modeled by adding image forces to the nucleated dislocation
loop, leading to an extra contribution to the activation free energy
[10,30]. Also, surface stresses were taken into account by removing
the surface-induced axial stress from the total axial stress during
calculations [9]. In addition, it was shown that the number of SDN
sites decreasing with sample size brings in a strengthening effect
[8]. However, these studies focus mostly on the overall trend of
material strength with respect to sample size. The exact role played
by surface stresses in SDN remains unresolved.

Currently, there are several difficulties in understanding the
intrinsic surface stress effects on SDN for both continuummodeling
and atomistic calculations. First, the continuum mechanics frame-
work requires numerical parameters from atomistic simulations.
Second, how surface stresses contribute to the axial stress depen-
dence and sample size dependence of the activation parameters is
unclear. Third, the surface stresses effects may depend on many
factors such as the geometry of the nanoscale sample, surface en-
ergy, crystallography and externally applied stress level, etc.; the
most important factors need to be identified. Last but not least,
current reaction pathway sampling methods such as free-end
nudged elastic band (NEB) [8,33] or string method [9,34] are
computationally too expensive to calculate the activation parame-
ters for experimentally relevant samples (e.g., tens of nanometers
in diameter, for a nanowire). Consequently, most previous studies
only focused on very small sample sizes [8,9] (a few nanometers for
the diameter of a nanowire) and the activation parameters ob-
tained cannot be directly applied to larger samples.

In this work, we employ a modified activation-relaxation tech-
nique nouveau (ARTn) [35e37] to obtain the zero-T activation Gibbs
free energy (DG0(s)) or activation enthalpy (DH(s)≡DG0(s)) for
nanowires with diameters up to 50 nm, an experimentally relevant
length scale that has been computationally prohibitive for typical
transition path sampling techniques such as free-end nudged
elastic band method [8,33] or free-end string method [34]. Based
on the calculation results, the intrinsic surface stress effects on
activation enthalpy have been evaluated. Furthermore, by using
constrained molecular dynamics and thermodynamic integration
method, we compute the finite-temperature activation Gibbs free
energiesDG(s,T) that include thermal uncertainties (entropy) in the
transition paths. By comparing the numerical DH(s) and DG(s,T),
we discover the Meyer-Neldel (M-N) compensation rule [38]
largely works in the parameter range relevant to laboratory time-
scale (strain-rate) experiments. A single parameter TMN, on the
order of 900 K, can thus describe finite-temperature DG(s,T), if the
zero-temperature DH(s) is known. Based on the calculated DH(s)
for SDN, we found obvious sample size dependence of strength for
the sub-50 nm nanoscale pristine metals; the generally believed
“smaller is stronger” trend is only valid when the external load
counteracts the Laplace pressure [21] due to surface stresses, and it
becomes “smaller is weaker”when the external load constructively
superimposes on the Laplace pressure.
2. Simulation methods

We choose Cu nanowire with characteristic size from 2 nm to
50 nm as our model samples. Specifically, two widely studied types
[8,9] of nanowires are considered in the current work, i.e., [100]
oriented square nanowire under compressive loading and [110]
oriented rhombic nanowire under tensile loading. Empirical po-
tential for Cu [39] is used to describe the interatomic interactions.
All nanowires have periodic boundary conditions in the axial di-
rection and free surfaces in other directions. The aspect ratio for all
nanowires is 2.5. First, different sized nanowires are elastically
strained to the athermal stress limit using the athermal quasi-static
loading method. During athermal quasi-static loading, energy
minimization after each strain increment is performed via the
conjugate gradient method. The strain increment is 0.05% while the
force tolerance for energy minimization is 0.001 eV/Å. Then, the
configurations of nanowires at different stress levels are extracted
to first calculate the zero-T activation barrier.

In order to efficiently calculate the zero-T activation Gibbs free
energies DG0(s)≡DH(s) for samples with sizes up to 50 nm, we
employ ARTn [35e37] but with modifications based on the known
information about the minimum energy path (MEP). The pathways
searched by ARTn highly depend on the initial searching direction
on the potential energy landscape (PEL), and choosing an appro-
priate initial direction could efficiently accelerate ARTn. The initial
search direction can be specified in two ways. One way is to take
advantage of athermal quasi-static loading, i.e., with increasing
strain, the sample will finally reach a saddle point of the SDN event.
Though saddle points differ from each other under different strains,
they generally locate in a similar direction on the PEL with respect
to the initial configurations. Thus, we can choose our initial
searching direction as the displacement vector (plus a random
noise vector) between the configuration at current strain and the
configuration at the elastic limit during athermal quasi-static
loading. For events that cannot be observed during athermal
quasi-static loading but with known information on their MEP, a
second way is to ‘manually’ manipulate atoms of interest to
construct a tentative configuration near the saddle points of the
potential MEP. Then the displacement vector (plus a random noise
vector) between this tentative configuration and the initial
configuration can be used as the search direction in ARTn. After
choosing an appropriate initial search direction, the system is
pushed step by step (at each step energy minimization is per-
formed in the perpendicular hyperplane) along this direction and is
considered to be out of the potential well when the smallest
eigenvalue of the Hessian matrix falls below a negative threshold.
Then, the search direction is switched to the eigenvector direction
associated with the smallest eigenvalue of the Hessian matrix. The
system is slightly activated along the eigenvector direction and
energy minimization is performed in the perpendicular hyperplane
after each activation. The eigenvector associated with the smallest
eigenvalue of the Hessian matrix is updated before each activation,
using the Lanczos algorithm. The system is considered to reach a
first-order saddle point when the smallest eigenvalue of the Hes-
sian matrix is negative and the magnitude of the hyper-space force
vector is below 0.001 eV/Å. In this way, the modified ARTn algo-
rithm can efficiently converge to the saddle point of SDN at
different stresses.

Compared to the free-end NEB method, our modified ARTn can
significantly reduce the computational cost in finding the saddle
point. The factors contributing to this include a) only one config-
uration is used in ARTnwhile many replicas have to be used in NEB
method to construct the ‘elastic band’ and b) NEB method updates
individual replicas by also considering the inter-replica interactions
whereas ARTn updates the single configuration solely based on
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interatomic interactions within the configuration, significantly
increasing the efficiency of finding saddle points for large samples.
Note however that the modified ARTn requires known information
on the transition pathway to accelerate the saddle-finding process;
in cases where the actual transition paths are entirely unknown,
the modified ARTn should be applied with caution to avoid missing
important events.

Activation free energies at finite temperature are evaluated us-
ing thermodynamic integration method. First, the MEP was found
using free-end [8,33] and climbing image [40] NEB method. Then
based on the local tangent direction ti for each replica, we perform
molecular dynamics for all replicas with a constraint of ðv$tÞ ¼ 0,
where v is the hyperspace velocity vector for each replica. The
constraint ðv$tÞ ¼ 0 means that the hyper-space velocity vector
along the local tangent direction of the ‘elastic band’ is kept zero.
Thus, all replicas are constrained to relax in the perpendicular hy-
perplanes. In this way, the relaxation along the local tangent di-
rection is excluded and the unstable intermediate replicas can thus
maintain their relative spacing along the ‘elastic band’. For practical
implementation, the local tangent direction is kept the same as the
initial one. We can view such dynamics as the fluctuations of the
whole MEP under thermal energy. Therefore, all replicas may not
be exactly constrained into the initial path and their time-averaged
positions may be slightly shifted from the initial NEB path position.
All replicas are considered to be well relaxed when the time-
averaged perpendicular force component F⊥i is less than
5� 10�5 eV=�A. Finally, we carried out thermodynamic integration
for the well relaxed path to get activation Gibbs free energy
DG ¼ R ��� Fk

��dl, where l is the hyper space arc length. It should be
noted that sufficient number of replicas on the integration path
should be used to fully represent the actual MEP. In the present
work, all replicas are relaxed at 300 K and 48 and 96 images are
used for 5 nm and 10 nm nanowire, respectively. Our simulations
are performed mainly based on the LAMMPS package [41] and
visualized using the AtomEye package [42].
Fig. 1. The average internal axial stress and atomic axial stress distributions for free-
standing nanowires of different geometry. Points are calculated data and curves are
the best fit according to equation (1). The insets show atomic axial stress distributions
of three typical nanowires with the characteristic size of 10 nm. Surface atoms are
subject to tensile (positive) axial stress while the interior atoms are subject to
compressive (negative) axial stress. Color bar indicates the range of atomic stress
tensor component Siaa , in units of GPa. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
3. Results and discussions

3.1. Surface-stress-induced internal stresses

In nanoscale single crystals, a significant fraction of the con-
stituent atoms resides on free surfaces. These under-coordinated
surface atoms have different chemical bonding environment from
the interior atoms, thus resulting in different equilibrium inter-
atomic spacing compared to the interior atoms. As a result, the
interior atoms equivalently exert a stress onto the surface atoms
(the so-called surface stress) or vice versa (Laplace pressure) [21].
Thus, even for well relaxed free-standing nanoscale single crystals,
non-zero internal stresses exist. For example, a fully relaxed free-
standing nanowire is usually subjected to an average internal
axial stress

s0 ¼ g
f
D

(1)

where f is surface stress defined as fij ¼ gdij þ vg=vεij (g is surface
energy, dij is the Kronecker delta function and εij is the applied
strain), D is the characteristic length of the nanowire (e.g., the
diameter) and g is a geometrical factor. Note that fij is a second rank
tensor which can be reduced to the diagonal components when
principal axes are used (off-diagonal components are zero). These
diagonal components can be further reduced to a single variable f if
the surface has higher symmetry. In the current work, {100} and
{111} surfaces of face-center-cubic structure are used, so we will
denote the surface stresses simply as f. Detailed derivation of
Equation (1) can be found in Supplementary Materials. Fig. 1 shows
the average internal axial stress s0 of different sized nanowires and
the corresponding atomic stress tensor component Siaa(ameans the
axial direction and i is the atom index) for each atom (the insets). In
our simulation, the average internal axial stress is obtained by
s0 ¼ 1=Nint

PNint
i¼1S

i
aa, where Nint is the number of internal atoms. As

can be seen, for all types of nanowires, the average internal axial
stress is proportional to D�1 and becomes small for diameters
greater than ~50 nm. Additionally, nanowires with higher surfaces
stresses (e.g., the [100] oriented square nanowire and circular
nanowire) tend to develop larger internal stress. Even with the
same axial orientation, less energetically favored surfaces, e.g., the
irregular surfaces of circular nanowires, can lead to relatively
higher internal axial stress as compared to nanowires with rela-
tively energetically favored surfaces (i.e., the square nanowire). All
these trends are consistent with Equation (1). The distribution of
the atomic stress tensor component Siaa (the insets in Fig. 1) shows
that while the overall axial stress is zero, surface and interior atoms
are subjected to very high opposite stresses (tensile and compres-
sive stress for surface and interior atoms, respectively, in the cur-
rent case). Additionally, the morphology of nanowire can lead to
dramatic stress concentrations such as those around the corners of
the square nanowire. The [110] oriented rhombic nanowire displays
lower Siaa for both surface and interior atoms, which might be due
to the closely packedmore stable {111} side surfaces as compared to
the {100} surfaces of the <100> oriented square nanowire or the
irregular surfaces of the circular nanowire. These features suggest
that it is insufficient to characterize local SDN by the sample-wide
average axial stress; surface stress should be an important
consideration when dealing with SDN.
3.2. Sample-size-dependent activation enthalpy of SDN

Our direct calculations based on the modified ARTn method
demonstrate that sample size indeed has significant effect on the
activation barriers of SDN for sub-50 nm nanowires. Our samples
are subjected to constant strains, which naturally leads to the
activation Helmholtz free energy DF(g,T), however, the activation
Gibbs free energy can be obtained by setting DG(s,T) to DF(g,T), as
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long as s corresponds to g on the stress-strain curve for the perfect
sample [43]. Also, the zero-T DG0(s) corresponds to the zero-T
activation enthalpy DH(s). Fig. 2 shows the activation enthalpy
DH(sapp) of SDN, where sapp is the applied axial stress. sapp is
calculated according to sapp ¼ 1=N

PN
i¼1S

i
aa, where N is the total

atom number, Siaa is the axial component of the atomic stress tensor
which is normalized by the average atomic volume of interior
atoms (by averaging the atomic volumes obtained from Voronoi
tessellation over the interior atoms). Typical saddle configurations
for both the [100] nanowires and [110] nanowires are also shown as
the insets of Fig. 2. For the [110] oriented rhombic nanowires, we
found that the acute corners generally have lower DH than the
obtuse corners for the same sapp (see Fig. S1 in Supplementary
Materials for details). As can be seen, DH(sapp) for both types of
nanowires strongly depends on the nanowire sizes. For [100] ori-
ented square nanowires under compression (Fig. 2a), DH becomes
smaller with decreasing sample size D at a given sapp. However, for
[110] oriented rhombic nanowires under tension (Fig. 2b), an
opposite trend is observed, i.e., DH becomes higher with decreasing
sample sizes at a given sapp. This opposite effect can be attributed to
the surface-stress-induced internal compressive axial stress, which
strengthens the nanowire under tensile load but weakens it under
compressive load. To further demonstrate such loading mode ef-
fects, Fig. 2c and Fig. 2d show two more examples of [100] square
nanowires under tension and [110] rhombic nanowires under
compression. As can be seen, for [100] square nanowires under
tension (Fig. 2c), DH now increases with decreasing sample size D.
For [110] rhombic nanowires under compression (Fig. 2d), DH now
decreases with decreasing sample size D. Both trends are reversed
as the loading signs are flipped. This indicates that the opposite
trend of DH vs. D is due to loading mode, rather than the nanowire
Fig. 2. Sample-size-dependent activation enthalpy DH(sapp) of SDN. (a) DH(sapp) for [100]
rhombic nanowires under tensile loading. (c) DH(sapp) for [100] oriented square nanowi
compressive loading. Curves are fitting results to the calculated data (points), according to D
The insets show the nanowire shapes and typical saddle configurations of SDN. For conven
geometry. Despite this reverse trend of DH(sapp) with respect to
sample size D under different loading modes, both types of nano-
wires show diminishing size effect on DH(sapp) as sapp approaches
the athermal stress limit sath. Similarly, relatively weak size effects
were observed when the applied axial stress is relatively high, e.g.,
[100] nanowires under tension (Fig. 2c) and [110] nanowires under
compression (Fig. 2d) show much higher sapp (the leading partial
has a smaller Schmid factor compared to that in Fig. 2a and Fig. 2b,
thus leading to higher sapp) than their counterparts in Fig. 2a and
Fig. 2b but relatively weak size effects on DH. We will discuss how
sapp influences the size effects on DH later. Additionally, if we
compare Fig. 2a and Fig. 2b where similar Schmid factor holds and
relatively strong size effects show up, the [110] oriented rhombic
nanowires overall display weaker sample size effects on DH(sapp)
than that for the [100] oriented square nanowires, indicating the
effect of the magnitude of surface stresses. In the following, wewill
use [100] square nanowires under compression and [110] rhombic
nanowires under tension to demonstrate corresponding sample
size effects.

Similar sample size effects on the activation volume (as defined
byU0≡� vDH=vsapp) are shown in Fig. 3. As can be seen, the overall
magnitude of U0 for SDN is 101 b3 � 102 b3 (b is the magnitude of
Burgers vector), consistent with previous studies. However, at a
given axial stress, U0 of different sized nanowires can differ by a
significant factor, indicating strong sample size effects on the SDN
process. Furthermore, the trend of U0 vs. sample size at a given
axial stress strongly depends on the sign of the axial stress. For
example, for [100] square nanowires under compression, U0 in-
creases with increasing sample size; however, for [110] rhombic
nanowires under tensile load, U0 decreases with increasing sample
size. We note that the 2 nm [110] rhombic nanowire shows smaller
oriented square nanowires under compressive loading. (b) DH(sapp) for [110] oriented
res under tensile loading. (d) DH(sapp) for [110] oriented rhombic nanowires under
HðsappÞ ¼ Af1� exp½að1� sapp=sathÞ�g[9], where A; a and sath are fitting parameters.
ience, both compressive and tensile stresses in are plotted as positive values.



Fig. 3. Sample-size-dependent activation volume defined as U0≡� vDH=vsapp of SDN. (a) U0 for [100] oriented square nanowires under compressive loading. (b) U0 for [110]
oriented rhombic nanowires under tensile loading.

Q.-J. Li et al. / Acta Materialia 145 (2018) 19e29 23
activation volume in the lower stress range compared to other sized
nanowires, which might be due to the limited deformation volume
of the sample. The above results clearly demonstrate that both
surface stresses and the applied stress level have strong effects on
the activation enthalpy DH and activation volume U0 of SDN.

3.3. Effects of surface stresses on the activation enthalpy of SDN

The observed sample size effects on DH(sapp) can be rationalized
in terms of surface stresses as follows. When a nanowire is sub-
jected to an external axial loading sapp, the internal resolved shear
stress distributes as tðrÞ ¼ ssapp þ b$S0ðrÞ$n=jbj, where r is the
atomic position vector, s is the Schmid factor, b is the Burgers
vector, n is the unit normal vector of the slip plane and S0(r) is the
pre-existing atomic stress tensor induced by surface stress. For
SDN, the local (a fixed position away from the corner) resolved
shear stress can be further specified by a Taylor expansion in 1/D.

tlocal ¼ ssapp þ t0 þ t1
1
D
þ O

�
1
.
D2

�
(2)

where t0 and t1 are local constants depending on local geometry
and surface stress. As can be seen, for a given sapp, tlocal will addi-
tionally depend on the sample size (D) and surface conditions (t1).
This leads to the sample dependence of SDN in terms of the acti-
vation enthalpy DH, assuming that DH is uniquely correlated with
tlocal.

Our atomistic calculations show that the activation enthalpy DH
is indeed uniquely correlated with the local resolved shear stress.
Here the local resolved shear stress is identified as the local
maximum resolved shear stress (LMRSS) tlmrss. This is because
atoms with tlmrss are most likely to be involved in an emerging SDN
event. The LMRSS is found by first calculating the atomic resolved
shear stressti ¼ b$Si$n=jbj, where Si is the full atomic stress tensor
(taking into account both surface stress and the applied axial stress)
for an interior atom i. b, n, Si are all taken from the stressed but
dislocation-free crystal (see Tables S1eS14 in Supplementary Ma-
terials for details). Si is normalized by the atomic volume Ui from
Voronoi tessellation. See the left panel in Fig. 4a for an example of
the atomic resolved shear stress distribution in a dislocation-free
[100] square nanowire. Then the LMRSS is identified by ranking ti

for each interior atom that will be encompassed in the saddle
dislocation loop of a SDN event (see the right panel in Fig. 4a for a
typical saddle dislocation loop in a [100] oriented square nano-
wire), excluding surface atoms. Here the saddle dislocation loop
configuration is identified by the common neighbor analysis
[44,45]. In Fig. 4b, DH are plotted against tlmrss for all nanowires. As
can be seen, all the data points that previously lie on different
curves in Fig. 2 now collapse onto a single curve, for the [100]
oriented square nanowire and the [110] oriented rhombic nano-
wire, respectively. This confirms that DH is indeed uniquely
determined by tlmrss.

Fig. 5 shows the relation between tlmrss and sapp for [100] ori-
ented square nanowires (Fig. 5a) and [110] oriented rhombic
nanowires (Fig. 5b). As can be seen, the LMRSS linearly depends on
the applied axial stresses for a nanowire of a given size. The overall
slopes of the linear relations from the best fitting in Fig. 5a and
Fig. 5b are 0.46 and 0.44, which are slightly smaller than the non-
deformed Schmid factors (0.47) for the leading partial disloca-
tions, due to rotated b, n and deformed local atomic volume.
Furthermore, different sized nanowires display different intercepts
on the tlmrss axis, which indicates the effects of intrinsic surface
stresses when sapp ¼ 0 GPa. For the [100] oriented square nano-
wires under compressive loading, the absolute values of intercepts
decrease with increasing sample sizes; however, the absolute
values of intercepts increase with increasing sample sizes for the
[110] oriented rhombic nanowires under tensile loading. This again
confirms the weakening/strengthening effects for the compressive
loading mode/tensile loading mode. Overall, the differences in in-
tercepts for both kinds of nanowires become negligible when the
sample size increases to approach 50 nm. The linear relations and
sample size dependent intercepts shown in Fig. 5 have thus verified
Equation (2) proposed above.

In Fig. 6, we decompose the activation enthalpy DH(tlmrss) of
SDN into several individual terms (such as DHcore due to dislocation
core atoms, DHSF due to stacking fault atoms, DHsurf due to surface
ledge atoms and DHelastic due to elastic strains) to evaluate their
relative contributions
(DH(tlmrss) ¼ DHcore þ DHSF þ DHsurf þ DHelastic). The individual
contributing terms are calculated by comparing the energies of
corresponding atoms in both the initial configurations and the
saddle configurations. Atoms on stacking fault, dislocation core and
surfaces are identified based on the common neighbor analysis
[44,45]. In particular, atoms on saddle configuration surfaces with
potential energy differing from the initial configuration by
jDPEj>0:01 eV are identified as surface ledge atoms. Fig. 6a shows
the decomposed DH(tlmrss) for [100] square nanowire. As can be
seen, all individual contributions show excellent unique correlation
with the LMRSS. Note that surface ledges created by SDN reduce the
total potential energy in the case shown in Fig. 6a. This might be
due to the corners of a [100] oriented square nanowire being not in
truly Wulff shape equilibrium and the Burgers vector associated
with the saddle dislocation loop (which displaces non-equilibrium
surface atoms to relatively stable locations). Fig. 6b shows the po-
tential energy differences between saddle configuration and the
initial configuration for each surface atom. Surface ledges can be



Fig. 4. Activation enthalpy of SDN is uniquely correlated with the local maximum resolved shear stress. (a) Atomic resolved shear stress distribution (the left panel) and typical
saddle configuration of SDN in a [100] square nanowire (the right panel). Nanowires are cut along (111) plane. Color bar indicates the range of atomic resolved shear stress ti, in
units of GPa. Defects are identified by common neighbor analysis. Yellow atoms represent surface atoms or dislocation core atoms; light red atoms represent stacking fault and red
atoms are perfect face centered cubic atoms. (b) DH plotted against the local maximum resolved shear stress. Data points are calculated values and curves are fitted according the
equation used in Fig. 2. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Linear relationship between the LMRSS and applied axial stress for (a) [100] oriented square nanowires under compressive loading and (b) [110] oriented rhombic nanowires
under tensile loading. Data points are fitted according to tLMRSS ¼ a=Dþ bsapp þ t0, where a, b and t0 are fitting parameters. For (a), a ¼ 1.63 J/m2, b ¼ 0.46, t0 ¼ 0.70 GPa. For (b),
a ¼ �1.03 J/m2, b ¼ 0.44, t0 ¼ 0.45 GPa. For convenience, tensile stresses in (b) and corresponding LMRSS are plotted as positive values.
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clearly seen due to sharp potential energy changes; the jDPEj
threshold chosen here largely captures the actual ledge length
identified by the dislocation ends on surfaces. Similar DH(tlmrss)
decomposition and surface ledges identification by jDPEj for [110]
rhombic nanowire are shown in Fig. 6c and Fig. 6d. As can be seen,
all individual contributions are again uniquely correlated with the
LMRSS. However, the surface ledge contribution DHsurf is positive
and the elastic strain contribution DHelastic is negative in this case.
Generally, the sign of DHsurf should be closely related to surface
condition and the Burgers vector of the nucleated dislocation. For
[110] rhombic nanowire, the {111} side surfaces can be considered
as stable surfaces such that most local perturbations, e.g.,
displacement field associated with the saddle dislocation loop, in-
crease the potential energy. The elastic strain contribution DHelastic
may simultaneously depend on the elastic field of nucleated
dislocation, stacking fault, surface ledges and the work done by the
applied stress. Together, they determine the sign of the overall
elastic strain contribution DHelastic. Despite these differences in
DH(tlmrss) decomposition for [100] square nanowires and [110]
rhombic nanowires, the dislocation core contribution DHcore and
surface ledge contribution DHsurf are significant in both cases, while
stacking fault contribution DHSF may be significant at relatively low
LMRSS. Note that the enthalpy contribution DHSF discussed here is
not equivalent to the usually used stacking fault energy, as only
energy changes of the stacking fault atoms (surrounding atoms of
stacking fault are not taken into account) are considered. However,
one can easily link DHSF to the usually used stacking fault energy by
a partition coefficient that distinguishes the contribution by
stacking fault atoms and surrounding atoms, which can be
accomplished using simple MD simulations. Similar analyses can
also be applied to surface ledge atoms. These features further
confirm the local nature of SDN and rationalize the unique corre-
lation between DH and LMRSS.

The externally applied axial stress also plays an important role
in the sample size dependence of DH for SDN. As discussed above,
DH is uniquely correlated with tlmrss which however has a sample
size dependent intercept in the linear relationship with sapp,
resulting in an apparent sample size dependence in terms of
DH(sapp, D). However, when sapp is sufficiently high such that the
sample size dependent intercept (surface stress induced resolved
shear stress tsurfz t0 þ t1/D) becomes inconsequential, DH will be
dominated by sapp, leading to aweak or even negligible sample size
dependence of DH. This explains why the DH curves of different
sized nanowires in Fig. 2 tend to merge together when sapp ap-
proaches the athermal limit and those “hard orientations”
deformed in Fig. 2c and Fig. 2d show relatively weak size effects.
The size effects discussed here are the convoluted results of the
loading conditions, surface conditions and the nature of bonding.
For example, the yielding stress or sapp at the elastic limit may
depend on strain rates while the surface-induced resolved shear



Fig. 6. Decomposition of activation enthalpy. (a) Decomposed activation enthalpy for [100] oriented square nanowires under compressive loading. (b) Potential energy difference
between saddle configuration and initial configuration for each surface atom in a typical [100] square nanowire. (c) Decomposed activation enthalpy for [110] oriented rhombic
nanowires under tensile loading. (d) Potential energy difference between saddle configuration and initial configuration for each surface atom in a typical [110] rhombic nanowire.
Different marker shapes are used to represent different nanowire sizes. Data points are calculated values while curves are fits according to the equation used in Fig. 2. Color bars in
(b) and (d) indicate the range of atomic potential energy difference, in units of eV. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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stress tsurf generally is insensitive to strain rates. As a result, ssapp
may significantly increase and become dominant over tsurf under
high strain rates, leading to weak size effects in high-strain-rate
deformations. In addition, the magnitude of sapp at the elastic
limit also strongly depends on the nature of bonding in materials.
For example, if a material is intrinsically ‘soft’ (relatively weak
bonding strength), the yielding stress or ssapp even under high-
strain-rate deformation (such as MD simulations) may not domi-
nate over tsurf (surfaces can be quite energetically unfavored for
irregular surfaces such as those of a circular nanowire), thus rela-
tively strong size effects may still be observed. In contrast, a ‘hard’
material (strong bond) may show very high yielding stress
regardless of the strain rates imposed such that ssapp completely
overwhelms tsurf even under low strain rates, resulting in weak or
negligible size effects evenwith laboratory experiment strain rates.
3.4. Activation free energies at finite temperature

While low-temperature activation is dominated by the activa-
tion enthalpy, as temperature rises the activation entropy term
DSðsapp;DÞ has to be taken into account as they have been shown to
significantly affect dislocation nucleation rate [32,46]. Our calcu-
lations show that DHðsappÞ is insensitive to temperature for
T � 300 K (see Fig. S2 in Supplementary Materials), which is
consistent with previous studies [32,43]. Thus, the activation free
energies at finite temperatures can be approximated as:
DG
�
sapp; T ;D

�
z DH

�
sapp;D

�� TDS
�
sapp;D

�þ O
�
T2

�
: (3)

In harmonic transition state theory, DSðsapp;DÞ corresponds to
the vibrational entropy difference between the PEL dividing surface
astride the saddle point, and the ground state, sans the MEP di-
rection [14]. DSðsapp;DÞ tends to be positive because the “mountain
pass” region tends to be vibrationally softer than the ground state.
In Equation (3), we explicitly incorporate the sample size D
dependence which has rarely been considered in previous studies
probably due to expensive computational cost in evaluating the
activation parameters for larger samples. Here we overcome this
difficulty by a) directly obtaining DHðsapp;DÞ for sub-50 nm sam-
ples based on the efficient specialized ARTn method; and b) vali-
dating theM-N compensation rule [38] (DSzDH=TMN, where TMN is
a characteristic temperature) in the activation Gibbs free energy
range of interest.

We have already shown the sample size dependent DHðsapp;DÞ,
now let us validate the M-N rule. First we use thermodynamic
integration method based on constrained molecular dynamics to
calculate the activation Gibbs free energies DG(sapp,T) at 300 K for
5 nm and 10 nm samples, respectively. The thermodynamic inte-
gration method is validated by comparing the SDN rate from direct
MD simulations and the SDN rate predicted based on the DG ob-
tained from thermodynamic integration method. For example, us-
ing the 5-nm square nanowire, we carried out 50 iso-configuration
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(with the same initial configuration but different atomic velocities)
MD simulations under constant strain (the applied axial stress is
~2.05 GPa) at 300 K and obtained an average SDN rate of 3.5 � 108

s�1. Meanwhile, the DG calculated from our thermodynamic inte-
gration method is 0.361 eV for the same sample. By using an
attempt frequency in the range of [1011 s�1, 1013 s�1] and a total
number of nucleation site 288 for this 5-nm square nanowire, we
can predict the SDN rate to be in the range of [2.5 � 107 s�1,
2.5� 109 s�1], which is consistent with the SDN rate fromdirectMD
simulation, thus validating our thermodynamic integration
method. After obtaining the activation Gibbs free energy at 300 K,
the activation entropy is obtained by DS(sapp) ¼ (DH(sapp) e

DG(sapp,T))/T. Fig. 7 shows the 300 K activation Gibbs free energy
and the zero-T activation enthalpy as functions of sapp for both
types of nanowires. As can be seen, DG(sapp) at 300 K generally is
much lower than the zero-T DH(sapp) at a given stress, manifesting
significant entropic effects. Here, DG(sapp) in the range of [0.7 eV,
0.9 eV], as indicated by the shaded sapp ranges in Fig. 7, is of
particular interest as it generally corresponds to typical laboratory
test conditions such as 300 K and strain rate of 10�2 s�1. Corre-
spondingly, for this range of DG(sapp), the zero-T DH(sapp) is largely
in the range of [1.0 eV, 1.4 eV].

In Fig. 8, we plot the calculated activation entropy based on the
results in Fig. 7. First of all, the magnitude of the calculated acti-
vation entropy is on the order of 101 kB which suggests significant
entropic effect on the nucleation rate (i.e., dislocation nucleation
rate can be increased by a factor from e10 to e20). Second, the
Fig. 7. The correspondence between zero-T activation enthalpy and activation Gibbs free ene
square nanowire. (b) 10 nm [100] square nanowire. (c) 5 nm [110] rhombic nanowire. (d) 10
free energy range of [0.7 eV, 0.9 eV].
calculated activation entropy is also subjected to significant sample
size effects. For example, the activation entropy of 10-nm square
nanowire under compression (Fig. 8a) is at least two times that for
the 5-nm square nanowire. Similar size effects can also be seen for
the rhombic nanowires in Fig. 8b. Finally, the size effects on acti-
vation entropy also depend the loading sign. Similar to the zero-T
activation enthalpy shown in Fig. 2, activation entropy in Fig. 8a and
Fig. 8b show opposite size effects with respect to the sign of
loading, i.e., while the activation entropy increases with increasing
sample size under compression, it decreases with increasing sam-
ple size under tension. These again demonstrate significant influ-
ence of surface stress and sample size. Note that surface stress can
be positive or negative, so the loading sign effect may be entirely
reversed if negative surface stress is present (i.e., Laplace pressure
becomes negative).

Nowwe are in the position to validate the M-N rule. In Fig. 9, we
plot the calculated activation entropy vs. zero-T activation enthalpy
in the range of [1.0 eV, 1.4 eV] (the corresponding DG(sapp) is in the
range of [0.7 eV, 0.9 eV]). As can be seen, for both types of nano-
wires, the activation entropy DS(sapp) largely correlates with
DH(sapp) in a linear fashion, well consistent with the empirical M-N
compensation rule. Such a simple linear relation between the
activation entropy and activation enthalpy was also validated
experimentally for various activation processes. However, its
physical origin is still not well explained. One possible microscopic
interpretation has been proposed by Yelon et al. [47,48], i.e., the M-
N rule may result from the requirement for combining multiple
rgy at 300 K in the range relevant to laboratory experimental conditions. (a) 5 nm [100]
nm [110] rhombic nanowire. Shaded stress range corresponds to the activation Gibbs



Fig. 8. Activation entropy for (a) [100] oriented square nanowires under compressive loading and (b) [110] oriented rhombic nanowires under tensile loading.

Fig. 9. Validation of the Meyer-Neldel compensation rule in the activation free energy range [0.7 eV, 0.9 eV]. (a) [100] oriented square nanowires under compressive loading. (b)
[110] oriented rhombic nanowires under tensile loading. Solid lines are calculated values from the equation for DG(sapp) and DH(sapp) in Fig. 7, while dashed lines are linear fitting.
The slopes of these linear fitting curves are denoted as 1/TMN.
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phonons inside the activation volume U (SDN can be recognized as
a typical phonon-assisted process involving the stress-dependent
activation volume U on the order of b3-101b3). Specifically, as a
process involves larger activation volume and enthalpy, more
phonons are needed to overcome the barrier, causing larger en-
tropy to be involved also in the activation process due to the
increasing combinations (phases, amplitudes, modes) of phonons,
e.g. acceptable fluctuations to the MEP that can still cause a
transition.

Our numerical results demonstrated here show that the M-N
rule largely holds for SDN in the activation Gibbs free energy range
relevant to laboratory experiments where the activation barriers
are relatively large. Due to expensive computational cost, we only
focused on sub-10 nm samples; however, as can be seen in Fig. 9,
even for 5 nm and 10 nm samples where significant surface stress
effects are expected, the difference in TMN is within ~100 K. This
suggests a weak sample size dependence of TMN in the activation
Gibbs free energy range [0.7 eV, 0.9 eV]. So in the following, wewill
use the average TMN calculated for 5 nm and 10 nm samples to
estimate the activation free energies for other samples:

DG
�
sapp; T ;D

� ¼ DH
�
sapp;D

��
1� T

TMN

�
: (4)

Note that the average TMN obtained here is only valid for the
activation Gibbs free energy range [0.7 eV, 0.9 eV] at 300 K, which
generally corresponds to typical laboratory test conditions such as
300 K and strain rate of 10�2 s�1. This enables an estimate of the
nucleation stresses at experimentally relevant strain rates (seconds
to hours).
3.5. Nucleation stress under typical laboratory conditions

Based on the calculated activation enthalpy and activation en-
tropy above, we now estimate the most likely nucleation stresses
for different sized nanowires, following the method used by Zhu
et al. [8] The most likely nucleation stresses are obtained by
numerically solving the following equation:

DG
�
sapp; T ;D

�
kBT

¼ ln
kBTNy0

E _εU
�
sapp; T ;D

�; (5)

where E is the Young's modulus, _ε is strain rate, y0 is the attempt
frequency and N is the number of equivalent nucleation sites. Here,
we explicitly include the sample size dependence in both the
activation Gibbs free energy and activation volume. Detailed values
of the above parameters can be found in Supplementary Materials.
Fig. 10 shows the nucleation stresses for both the [100] and [110]
nanowires under laboratory experimental conditions (T ¼ 300 K



Fig. 10. Surface dislocation nucleation stress for [100] square nanowire (compressive
loading) and [110] rhombic nanowire (tensile loading) under laboratory experiment
conditions T ¼ 300 K and _ε ¼ 10�2s�1.
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and _ε ¼ 10�2s�1). As can be seen, the nucleation stress for [110]
rhombic nanowires follows the widely believed “smaller is stron-
ger” trend. In contrast, the nucleation stress of [100] square NWs
rapidly decreases with decreasing sample sizes, resulting in a
“smaller is weaker” trend. Such trends in axial strength with
respect to nanowire size stem from the combined effects of surface
stress and the applied stress. Since the SDN barriers are uniquely
determined by the LMRSS which includes both contributions from
surface stress (tsurf z t0 þ t1/D) and the applied axial stress (ssapp),
i.e., LMRSS ¼ tsurf þ ssapp, the minimum contribution from sapp
(i.e., the NW strength) to reach the LMRSS will directly depend on
the magnitude and the sign of tsurf. If tsurf is opposite to ssapp, then
it needs more sapp for smaller samples to reach the LMRSS and
hence “smaller is stronger”. However, if tsurf has the same sign as
ssapp, then it needs less sapp for smaller samples to reach the
LMRSS, thus “smaller is weaker”. It should be noted that this pre-
dicted strength-size trend may need to be modified in the very
small size range where surface diffusion mediated process [49e51]
could become significant [16,49] when the homologous tempera-
ture is sufficiently high.
4. Conclusions

In summary, based on a specialized activation-relaxation tech-
nique to directly calculate the activation barriers for expected
events, we demonstrate that the zero-T activation enthalpy
DH(sapp) of surface dislocation nucleation strongly depends on
sample sizes in the sub-50 nm regime. Despite the strong sample
size dependence of DH(sapp), we further find that DH is a unique
function of the local maximum resolved shear stress tlmrss for a
given nanowire shape, suggesting that tlmrss is a more intrinsic
parameter that controls surface dislocation nucleation. Addition-
ally, tlmrss shows linear relations with the applied stress with
similar slope but different intercepts for different sized samples.
These simple relations offer a shortcut to directly estimate DH(sapp)
for larger samples with more complex geometry based solely on
the activation enthalpy calculated for a small sample, since tlmrss is
a very local quantity. Individual energy terms, such as the core
energy and surface ledge energy, are also found to collapse onto the
single parameter family vs. tlmrss. Furthermore, thermodynamic
integration method combined with constrained molecular dy-
namics was used to evaluate the activation free energies at finite
temperatures. It turns out that the activation entropy has a
significant effect on the dislocation nucleation rate and largely
follows theMeyer-Neldel compensation rule in the activation Gibbs
free energy range relevant to laboratory experiments. Finally, based
on the activation enthalpy and activation entropy estimated from
M-N rule, we found that, under typical laboratory experiment
conditions, the most probable surface dislocation nucleation stress
for different sized nanowires can either be “smaller is stronger” or
“smaller is weaker”, depending on the combined effects of surface
stress and applied stress. Our results may also have general rele-
vance to many other nanostructured materials such as nano-
particles and nanocrystalline materials where surface or interface
stress effects are significant.
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