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Photons and nuclear spins are two well-known building blocks in quantum information science and
technology. Establishing an efficient interface between optical photons and nuclear spins, while highly
desirable for hybridizing these two quantum systems, is challenging, because the interactions between
nuclear spins and the environment are usually weak in magnitude, and there is also a formidable gap
between nuclear spin frequencies and optical frequencies. In this work, we propose an optonuclear
quadrupolar (ONQ) effect, whereby optical photons can be efficiently coupled to nuclear spins, similar to
Raman scattering. Compared to previous works, ancilla electron spins are not required for the ONQ effect.
This leads to advantages such as applicability in defect-free nonmagnetic crystals and longer nuclear spin
coherence time. In addition, the frequency of the optical photons can be arbitrary, so they can be fine-tuned
to minimize the material heating and to match telecom wavelengths for long-distance communications.
Using perturbation theory and first-principles calculations, we demonstrate that the ONQ effect is stronger
by several orders of magnitude than other nonlinear optical effects that could couple to nuclear spins. Based
on this rationale, we propose promising applications of the ONQ effect, including quantum memory,
quantum transduction, and materials isotope spectroscopy. We also discuss issues relevant to the
experimental demonstration of the ONQ effect.
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I. INTRODUCTION

In recent years, we have witnessed the rapid growth of
quantum information science and technology, which may
enable numerous applications with capabilities beyond
their classical counterparts. These advances are enabled
by the remarkable success of various qubit platforms,
including superconducting circuits [1], trapped ions [2],
semiconductor defects [3,4], and Rydberg atoms [5,6]. An

ideal qubit system should simultaneously embody long
coherence time, fast operation, and scalability. While
nuclear spins have unparalleled coherence times [7,8],
their control poses grand challenges due to weak inter-
actions with the environment.
Traditionally, nuclear spins have been manipulated using

nuclear magnetic resonance (NMR) techniques, whereby
external magnetic fields couple to the nuclear magnetic
momentwhich is linear in I, the nuclear spin angularmomen-
tum. Recently, alternative approaches for controlling nuclear
spins at the microscopic and mesoscopic scale have been
explored, using electron-nuclear spin interaction [9–14],
microwave electric field [15–18], phonons and mechanical
waves [19,20], etc. Of particular interest are optical
approaches [21–25], which can be noncontact, ultrastrong,
and ultrafast. Optical approaches are widely used not only in
quantum technologies, including communication, sensing,
and computing, but also inmany other disciplines [26–29]. If
an efficient interface between nuclear spins and optical
photons can be established, then it would be possible to
realize a hybrid platform for distributed quantum computing
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and long-distance quantum communications, combining
long-coherence memory and interconnects that can signifi-
cantly boost scalability.
Optical control over nuclear spins is hindered by the

formidable gap between nuclear spin (106–109 Hz) and
optical frequencies (approximately 1015 Hz). To address
this, adjacent paramagnetic electron spins have been har-
nessed as the intermediary: electron spins interact with
optical photons via (virtual) orbital transitions and then
control nuclear spins via the hyperfine interaction. While
this approach has been successfully applied [21–25], e.g., in
color centers in diamond and rare-earth-doped semiconduc-
tors, it suffers from several limitations. First, it requires the
existence of nearby localized electron spins with S ≠ 0,
which holds only for defect systems or magnetic materials.
Besides, the coherence time of electron spin is usually much
shorter than that of nuclear spin; thus, fast operation is
required. The existence of unpaired electron spins also
shortens the nuclear spin coherence time [11,30]. The
strength of the hyperfine interaction decays with distance,
so an electron spin can control only a relatively small nuclear
spin ensemble. Finally, the interface between electron spins
and optical photons is sensitive to the environment (material
inhomogeneities, electron-phonon coupling, etc.), substan-
tially limiting the fidelity of the entanglement between
remote spins. To this end, it is highly desirable to introduce
other optical mechanisms that can couple to nuclear spins
without directly involving localized electron spins.
In this work, we overcome these difficulties by propos-

ing an optonuclear quadrupolar (ONQ) effect, which is
second order in the electric field and nuclear spin I, as
mediated by the quadrupole electric coupling, and is
thus one of the nonlinear optical (NLO) responses of
materials [31,32] present in perfect crystals. Via the
ONQ effect, nuclear spins can be coherently controlled
by two-color photons, without electron spins as the media.
The basic mechanism of such control is that optical photons
affect the total electron density distribution and the elec-
trical field gradient (EFG) at the site of the nuclear spin. By
applying two-color photons with respective frequencies
ωo1 and ωo2, the nuclear quadrupole interaction, which is
linear in EFG, would oscillate at the frequency jωo1 − ωo2j,
which can be tuned to match the nuclear spin resonance

frequency and trigger nuclear spin transitions. We remark
that (i) ancilla electron spins with S ≠ 0 are not necessary
for the ONQ effect, and therefore the aforementioned
limitations due to the electron spins can be eased; (ii) the
optical frequenciesωo1 andωo2 can be arbitrary, so they can
be tuned to minimize material heating effects and to match
telecomwavelength, fulfilling the potential of long-distance
information transmission required in various quantum
information applications. In terms of formalism, the ONQ
effect is similar to Raman scattering, which is also a two-
photon process whereby optical photons couple to the
electronic orbitals and consequently losing or gaining
energy to a phonon mode in crystal or rotational or vibra-
tional mode in molecules, whose typical energies (approx-
imately 1012 Hz) are much lower than the optical
frequencies (approximately 1015 Hz). In ONQ, the energy
exchange is to nuclear spin mode instead of phonons.
Indeed, both nuclear spin and phonon couple electrically
to the electronic orbitals, the former through the nuclear
electric quadrupole moment and EFG, and the latter through
the Born effective charge and vibration-induced electronic
polarizability change. As we will show later, the ONQ
coupling strength can be as high as 10−3×Raman scattering
for the same light intensity.
In the following, we first introduce the mechanism of the

ONQ effect. Using both perturbation theory and ab initio
density functional theory (DFT) [33,34] calculations, we
estimate the strength of the ONQ response and show that it
is much stronger than other NLO effects that could couple
optical photons and nuclear spins, such as the nonlinear
nuclear Zeeman interaction (Table I). In this regard, we
suggest several promising applications of the ONQ effect
under feasible experimental conditions (Table II). First, we
demonstrate that the ONQ effect can drive Rabi oscillations
of a single nuclear spin. Then, we show the potential of
ONQ for material spectroscopy and isotope mapping, as
two-photon microscopy [35] is a well-established tech-
nique. Then, leveraging the optical interface established by
the ONQ effect, we show the quantum information carried
by optical photons can be directly stored in a nuclear spin
ensemble (NSE) quantum memory, where a large number
(≳1010) of nuclear spins can be collectively excited.
Since the nuclear spins can also be coupled to microwave
(MW) and radio frequency (rf) photons through the

TABLE I. Orders of interactions for various NLO effects that could couple optical photons and nuclear spins.

Electron electric dipole
moment

Nuclear magnetic dipole
moment

Nuclear electric quadrupole
moment

Strength ½ 2π·MHz
ðV=ÅÞ2 �

ONQ Second � � � First 10 − 102

NNZ � � � Second � � � About 10−4
NNER Second � � � Second About 10−6
Strength About 108 × 2π·MHz

V=Å
a About 102 × 2π·MHz

V=Å
b ½1–103� × 2π · MHz � � �

aThe electric dipole of electrons is typically on the order of 1e · Å, and 1 eV is equivalent to 2.4 × 108 × 2π · MHz.
bMagnetic field strength B is converted to electric field strength E using B ¼ ðE=c0Þ, where c0 is the speed of light.
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Zeeman interaction, they can serve as the media for
quantum transduction between MW or rf and optical
photons, which is of critical importance for hybrid quantum
systems [36]. By solving the master equation, we show that
a transduction fidelity of over 90% can be achieved,
benefiting from the long coherence time of nuclear spins.
We also discuss some issues relevant to the experimental
demonstration of the ONQ effect, including proof-of-
principles experiments, possible approaches to read out
the nuclear spin states, and possible challenges in demon-
strating the ONQ effect.

II. OPTONUCLEAR QUADRUPOLAR EFFECT

The Hamiltonian of a nuclear spin includes both a
magnetic (Zeeman) interaction term HZ and an electric
quadrupole interaction term HQ, expressed as

H ¼ HZ þHQ ¼ gm
X
i

BiIi þ
X
ij

QijIiIj; ð1Þ

where i; j ¼ x, y, or z are Cartesian indices, Ii is the nuclear
angular momentum operator, B is the local magnetic field,
and gm ∼ 10 × 2π·MHz

T is the gyromagnetic ratio of the
nucleus under consideration. The quadrupole tensor Qij

can be expressed as

Qij ¼
eqnVij

2Ið2I − 1Þ ; ð2Þ

where e is the electron charge, qn is the nuclear electric
quadrupole moment, and I is the nuclear angular momen-
tum quantum number. Qij is nonzero only when I > 1

2
. V is

the EFG tensor at the nuclear site. The quadrupole
interaction energy scale is determined by the factor Cq ≡
ðeqnVzz=2πÞ (Planck constant ℏ ¼ 1), where Vzz is the
largest principal value of the V tensor. Cq ranges between
tens of kilohertz to gigahertz. For example, for 69Ga or 71Ga
nuclei in wurtzite GaN, Cq ∼ 1 MHz; for 177Hf or 179Hf
nuclei in HfO2, Cq ∼ 1 GHz; for 181Ta defects in hexagonal
BN, Cq can reach 7 GHz, according to our ab initio

calculations. Generally, Cq is larger in magnitude for
isotopes with large quadrupole moments residing in highly
local asymmetric environments. It is also possible to
improve Cq by strain or (point) defects, which could
enhance the structural asymmetry (Appendix A 5). Note
that, in Eq. (1), we do not include terms dependent on the
electron spin S, such as the hyperfine interaction; thus,
Eq. (1) applies to systems without unpaired electron spins.
Traditional approaches to manipulate nuclear spins such

as NMR rely on the magnetic interaction HZ, which is
linear in B—static dc fields yield the Zeeman splitting and
Larmor precession, and resonant ac fields induce Rabi
oscillation. However, even in the presence of large mag-
netic fields, the nuclear spin frequencies can achieve only a
few hundred megahertz to gigahertz, much smaller than the
optical frequencies. Therefore, an optical photon cannot
directly drive resonant nuclear spin transitions, although it
has an associated magnetic field. Still, resonance can be
achieved when simultaneously applying two-color lasers
whose frequency difference matches nuclear spin fre-
quency. This can be considered the nonlinear nuclear
Zeeman (NNZ) effect. From perturbation theory, one can
obtain the NNZ interaction strength as GNNZ ∼ ðg2m=ΔÞ,
where Δ is the detuning from resonant frequency. Since the
optical frequency ωo is much higher than the nuclear spin
frequency, one has Δ ≈ ωo ∼ 1 eV. This leads to
GNNZ ∼ 10−4 × 2π·MHz

ðV=ÅÞ2 , which is too weak for any practical

applications. Here, we convert the magnetic field strength B
of an optical photon to its electric field strength E using
E ¼ c0B, where c0 is the speed of light.
In contrast, the relatively less-explored nuclear electric

quadrupole interaction HQ does not depend on the mag-
netic field but instead on the electric field, which could
enable more efficient coupling between optical photons and
nuclear spins. The EFG originates in the electric potential
generated by surrounding electrons [37] and is a functional
of the electron density ρ. If an external electric field E is
applied, then electrons redistribute in real space [a semi-
classical illustration of the electron distribution is depicted
in Fig. 1(a)], and ρ can be perturbatively expressed as
ρ ¼ P

α¼0 ρ
ðαÞ, where ρð0Þ is the equilibrium density, while

TABLE II. List of potential applications of the ONQ effect.

Application Specification
ωo1 photon
(optical)

ωo2 photon
(optical)

ωm photon
(MW or rf) Nuclear spin

Frequency matching
condition

Single nuclear spin
manipulation

Rabi oscillation Pump Pump Not involved jei ↔ jgi jωo1 − ωo2j ¼ Δge

Spectroscopy Isotope mapping, etc. Pump Creation Not involved jei ↔ jgi jωo1 − ωo2j ¼ ΔgeðXÞ
Quantum memory Storage Annihilation Pump Not involved jGi → jEi jωo1 − ωo2j ¼ ΔGE

Readout Creation Pump Not involved jEi → jGi
Quantum transduction Optical → MW=rf Pump Annihilation Creation Off resonance ωo1 − ωo2 ¼ ωm

ωo1 − ωo2 ≠ ΔGEMW=rf → Optical Pump Creation Annihilation Off resonance

TWO-PHOTON INTERFACE OF NUCLEAR SPINS BASED ON … PHYS. REV. X 13, 011017 (2023)

011017-3



ρðαÞ ∝ Eα is the αth-order perturbation. Since the EFG, and
hence the quadrupole tensor, is a functional of ρ, one has

Qij ¼ Qð0Þ
ij þ CpijEp þDpq

ij EpEq þ � � �. Here, p and q label
the polarization of the electric fields, while Cpij ≡
ð∂Qij=∂EpÞ and Dpq

ij ≡ ð∂2Qij=∂Ep∂EqÞ are the first- and
second-order response functions, respectively. The first-
order response CpijEp leads to the so-called nuclear electric
resonance (NER) [16–18], whereby an MW or rf electric
field drives the Rabi oscillation of nuclear spins.
Experimental results and our theoretical predictions indi-
cate that Cpij ∼ 10 2π·MHz

V=Å
(Appendix B 2 b). Interestingly,

the second-order perturbation theory effect from CpijEp,
which is GNNER ∼ ðCpijCqlmEpEq=ΔÞ, corresponds to the
nonlinear coupling between nuclear spins and two-color
photons. This can be considered as the nonlinear nuclear
electric resonance (NNER). However, the interaction
strength of NNER is only GNNER ∼ 10−6 × 2π·MHz

ðV=ÅÞ2, even

weaker than the NNZ coupling.
The second-order response in Q, which is Dpq

ij EpEq,
could establish a more efficient interface between optical
photons and nuclear spins. Under two electric fields
Eðωo1Þeiωo1t and Eð−ωo2Þe−iωo2t, the quadrupole interac-
tion HQ becomes

HQðtÞ ¼ Hð0Þ
Q þHð2Þ

Q ðt;ωo1;−ωo2Þ
¼

X
ij

Qð0Þ
ij IiIj þDpq

ij ðωo1 − ωo2;ωo1;−ωo2Þ

× Epðωo1ÞEqð−ωo2ÞIiIjeiðωo1−ωo2Þt þ H:c: ð3Þ

Here, H.c. stands for Hermitian conjugate. We omit terms
with frequencies ωo1, ωo2, and ωo1 þ ωo2, which are
rapidly oscillating in comparison to the nuclear spin energy
and are, thus, decoupled from nuclear spin dynamics in the

spirit of the rotating wave approximation. Qð0Þ
ij is the

intrinsic quadrupole tensor at E ¼ 0. One can see that

Hð2Þ
Q ðt;ωo1;−ωo2Þ oscillates at frequency ωo1 − ωo2, which

can be tuned to match the nuclear spin energy scale. This is
the ONQ effect.
The mechanism of the ONQ effect is as follows. The

total electron density and its long-range Coulombic cou-
pling with the EFG at the nuclear site serve as the bridge
between optical photons and nuclear spins. Under light
illumination, electrons undergo (virtual) transitions
between three orbitals [Fig. 1(b); see also Eq. (4) below]
and modulate the EFG at the nuclear site. Since the energy
scales involved with electron orbital energy levels are
typically on the order of 1 eV, (near) resonance can be
achieved. Notably, unpaired electronic spin S and magnetic
interaction, in general, are not necessary for the quadrupole
interaction, and the limitations from ancilla electrons spins
mentioned at the beginning can be eased.
Remarkably, the ONQ effect can be much stronger than

the NNZ or NNER effects. In the next section, we use both
perturbation theory and ab initio calculations to estimate
the ONQ interaction strength and show that it can reach
102 × 2π·MHz

ðV=ÅÞ2 , greater than GNNZ or GNNER by several orders

of magnitude. To understand this phenomenon, we need to
distinguish three physical interactions, namely, (i) electron
orbital interaction between external electric fields and the
electron electric dipole moment, (ii) nuclear magnetic
(Zeeman) interaction between external magnetic fields
and the nuclear magnetic dipole moment, and (iii) nuclear
quadrupole interaction between electrons and the nuclear
electric quadrupole moment. Both the nuclear Zeeman
and the nuclear quadrupole interactions are I dependent.
The strengths of these interactions are listed at the bottom
line in Table I. Notably, the electric field interaction
with electron electric dipole moment tend to be stronger
than the interactions involving nuclear magnetic or electric

(a) (b)

FIG. 1. Illustration of the ONQ effect. (a) A semiclassical illustration of the ONQ effect. Under two photons with frequencies ωo1 and
ωo2, respectively, the electron cloud vibrates with frequency jωo1 − ωo2j and modulates the quadrupolar interaction of the nuclear spin.
(b) Quantum energy level diagram of the ONQ effect. Electrons do (virtual) transitions between three orbitals and modulate the EFG at
the nuclear site. Nuclear spins can transit between two energy levels if the frequency matching condition is satisfied.
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moments. ONQ, NNZ, and NNER involve different orders
of these factors, which are shown in Table I. One can see
that ONQ is second order in the electron electric dipole
moment but first order in the nuclear electric quadrupole
moment. In contrast, both NNZ and NNER are second
order in the interaction involving nuclear magnetic dipole
or electric quadrupole moments, which makes them sig-
nificantly weaker than the ONQ effect. There is also a
nuclear electric dipole polarizability term ΔH ¼ αϵ0E2=2
that is quadratic in the electric field where ϵ0 is the vacuum
permittivity, but the nuclear electric polarizability α is so
small (on the order of fm3 [38]) that even when E ¼ 1V=Å,
ΔH is on the order of 10−3 Hz, so this term can be safely
ignored.

III. ESTIMATION OF THE D TENSOR

In this section, we estimate the order of magnitude of D,
which determines the strength of the ONQ effect. We use
wurtzite gallium nitride (wGaN) as an example, while the
estimation of the D tensor of some other compounds can
be found in Appendix B. wGaN has a wide band gap of
approximately 3.4 eV and is advantageous for optoelec-
tronic and optonuclear applications [39]. We focus on the
Ga nuclei. In the following, we use both second-order
perturbation theory and DFT calculations to predict the
magnitude of theD tensor. An assessment of the validity of
these theoretical predictions can be found in Appendix B 2,
which also contains the theoretical prediction on the strength
of the NER (the C tensor).
In the single-particle approximation, one can obtain the

D tensor from second-order perturbation theory as [31]

Dpq
ij ðωo1 − ωo2;ωo1;−ωo2Þ

¼ e3qn
2Ið2I − 1Þ

X
mnl

½Vij�mn

Emn − ℏðωo1 − ωo2Þ þ iη

×

�
flm½rp�nl½rq�lm
Eml − ℏωo2 þ iη

− fnl½rq�nl½rp�lm
Eln − ℏωo2 þ iη

�

þ ðp; o1 ↔ q; o2Þ; ð4Þ

where ðp; o1 ↔ q; o2Þ indicates the simultaneous exchange
of the ðp; o1Þ and ðq; o2Þ subscripts, which symmetrizes the
two optical fields. m, n, and l are labels of the electronic
states, and Emn ≡ Em − En and fmn ¼ fm − fn are the
energy and occupation differences between two electronic
states jmi and jni, respectively. ½ri�mn ≡ hmjrijni is the
position operator of the electrons. Meanwhile, ½Vij�mn ¼
ðe=4πε0Þhmjð3rirj − δijr2Þ=r5jni is the EFGoperator of the
electrons in the single-particle approximation,where ε0 is the
vacuum permittivity. η is the electron linewidth, which is on
the order of 1 meV [40–42]. One can see that electrons do
(virtual) three-band transitions under the two-color laser
[Fig. 1(b)]. When ωo1ðo2Þ < Eg with Eg the band gap,

resonant electron interband transitions cannot happen, and
the ðm; n; lÞ pair that satisfies Emn ¼ Eml ¼ Eg makes
the major contribution to the D tensor. For an order-of-
magnitude estimation of D, we consider only this ðm; n; lÞ
pair.We also use ½ri�mn ≈ a0 and hmjð3rirj − δijr2Þ=r5jni ≈
ð1=a30Þ in Eq. (4). Here, a0 is the Bohr radius, which is
also approximately half the bond length in typical com-
pounds and characterizes the spatial extent of the electron
wave function in molecule or solid-state systems. We also
ignore ωo1 − ωo2 and η in the denominator, since they are
much smaller than Emn, which is above 1 eV in typical
semiconductors. Then, one has D ∼ ½gS=2Ið2I − 1Þ�×
ðe4qn=4πε0a0Þ½1=EgðEg − ωo1Þ�, where gS ¼ 2 is the elec-
tron spin degeneracy. Using this relationship, we obtain
D ∼ 6 × 2π·MHz

ðV=ÅÞ2 for the Ga nuclei in wGaNwhenEg − ωo2 ¼
0.2 eV. Similar to other nonlinear optical effects such as
second-harmonics generation, whenωo1ðo2Þ is larger than the
electronic band gap Eg, electrons can undergo resonant
transitions, which would significantly boost the transition
rate and, hence, the response function D. However, this
would also lead to strong absorption of the laser energy and
significant heating effect, which could damage the sample.
Hence, we consider only ωo1ðo2Þ < Eg in the following.
Next, we use DFT calculations to estimate the mag-

nitude of D, which give more detailed information on the
quadrupole interaction. Some details on the DFT calcu-
lations can be found in Appendix B. Because of the P63mc
symmetry [Figs. 2(a) and 2(b)], the only nonzero compo-
nents of the EFG tensor Vij of Ga nuclei are Vzz ¼
−2Vxx ¼ −2Vyy ≈ 3.34 V=Å2 in our DFT calculations,
with z along the c axis of the wurtzite structure. Then,
we apply a homogeneous finite electric field E to calculate
the change in EFG tensor ΔVij. In Fig. 2(c). we plot
ΔVij as a function of Ex. Notably, the first-order res-
ponse ð∂Vij=∂ExÞjEx¼0 is zero for certain elements such
as Vxx [inset in Fig. 2(c)]. This is because wGaN has
mirror symmetry Mx, leading to ð∂Vxx=∂ExÞjEx¼0 ¼
−ð∂Vxx=∂ExÞjEx¼0 and ð∂Vxx=∂ExÞjEx¼0 ¼ 0. Note that
the first-order response can be entirely forbidden if the
system has inversion symmetry and the nucleus under
consideration is located at the inversion center. The second-
order responses, on the other hand, are not constrained by
mirror symmetries. By fitting the raw data (solid points)
with second-order polynomials (solid curves), we find

ð∂2Vij=∂E2
xÞjEx¼0∼10× V=Å2

ðV=ÅÞ2 and D¼ð∂2Qij=∂E2
xÞjEx¼0 ¼

½eqn=2Ið2I−1Þ�ð∂2Vij=∂E2
xÞjEx¼0∼1× 2π·MHz

ðV=ÅÞ2 for Ga nuclei
in wGaN, which is of the same order of magnitude as the
estimation above using perturbation theory. Here, we
remark that the electric field calculations in DFT are
usually not very accurate, because they involve the excited
states of electrons (i.e., conduction bands), which DFT
cannot describe accurately, as DFT is a ground state
theory [33]. Hence, the DFT calculation here should be
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considered as an order-of-magnitude estimation of the D
tensor.
Besides, the ∂2V=∂E2 tensor calculated using DFT is the

static response (ωo1 ¼ ωo2 ¼ 0). Indeed, the evaluation of
the full tensor Dpq

ij ðωo1 − ωo2;ωo1;−ωo2Þ at arbitrary
frequencies using DFT calculations is not straightforward
and is left for a future study. Still, the static response
Dð0; 0; 0Þ should be a lower bound for its value when
ωo1=ωo2 is in the optical frequencies. This is because
electron responses can be faster when ωo1=ωo2 are closer to
the band gap Eg, which is also manifested in Eq. (4). To
further verify this point in DFT calculations, we use
materials with narrower band gaps. Intuitively, this would
enhance the static responses, because ωo1 ¼ ωo2 ¼ 0
becomes closer to Eg. In Fig. 2(d), we plot the calculated
∂
2Vxx=∂E2

x against the band gap Eg for all wurtzite III-V
materials with Eg > 0 in DFT calculations (DFT calcu-
lations usually underestimate band gaps). One can observe
a clear trend, where ∂2Vxx=∂E2

x is bigger whenEg is smaller.
For GaAs with Eg ∼ 0.2 eV in our calculation, ∂2Vxx=∂E2

x

can reach 103 × V=Å2

ðV=ÅÞ2.

Besides ∂
2V=∂E2, the D≡ ð∂2Q=∂E2Þ tensor also

depends on the quadrupole moment qn and angular
momentum I of the nucleus under consideration. For nuclei
with small qn such as Ga, one has D ∼ ½1–102� × 2π·MHz

ðV=ÅÞ2 .

For nuclei with large qn such as Ta and Hf, D can reach
½10–103� × 2π·MHz

ðV=ÅÞ2 or even larger values. Hence, for single

nuclear spin manipulation, one could choose defect atoms
with large qn such as Hf, which would give a large
D ∼ 102 × 2π·MHz

ðV=ÅÞ2 . When instead looking for nuclear spin

ensembles, one needs abundant isotopes in typical semi-
conductors, such as 75As in GaAs, whereby the D tensor
could be smaller. For clarity, we use D ¼ 20 × 2π·MHz

ðV=ÅÞ2 for

the discussion hereafter, which is suitable for 75As in GaAs,
although larger D may be achievable in practice.
In the following sections, we introduce several promis-

ing applications of the ONQ effect, including spectroscopy,
quantum memory, and quantum transduction. A summary
of these applications is shown in Table II.

IV. SINGLE NUCLEAR SPIN MANIPULATION

The ONQ Hamiltonian Hð2Þ
Q ðt;ωo1;−ωo2Þ, which oscil-

lates in time with frequency jωo1 − ωo2j, enables the
coupling between nuclear spins and optical photons. To
better illustrate the basic mechanisms of the ONQ effect,
we first demonstrate how it can drive the Rabi oscillation of
a single nuclear spin. While nuclei with I > 1

2
can have

multiple nuclear spin energy levels, we focus on two

nuclear spin eigenstates jgi and jei with Hð0Þ
Q jgi ¼ ϵgjgi

and Hð0Þ
Q jei ¼ ϵejei, and other nuclear spin states can be

ignored since they are off resonance. Here, we apply
the ωo1 and ωo2 laser simultaneously with frequency
matching condition jωo1 − ωo2j ¼ Δge, where Δge ≡ ϵe −
ϵg is the nuclear spin splitting. The frequency matching
condition indicates that the excess energy of the two
photons jωo1 − ωo2j is absorbed (emitted) by the nuclear
spins during the jgi → jei (jei → jgi) transitions. This is
similar to other NLO processes such as difference fre-
quency generation or Raman scattering, where the excess
energy is absorbed (emitted) by a third photon or a
phonon. In the rotating frame, the ONQ Hamiltonian
is Ho ¼ goEðωo1ÞEð−ωo2Þjgihej þ H:c:, where go ≡P

ij DijhgjIiIjjei: The Rabi frequency between jgi and
jei is then fg↔e ¼ goEðωo1ÞEð−ωo2Þ: With Eðωo1Þ ¼
Eð−ωo2Þ ¼ 0.5 MV=cm, one has fg↔e ∼ 100 Hz. Con-
sidering that the decoherence rate of the nuclear spin

(a) (c) (d)

(b)

FIG. 2. (a),(b) Atomic structure of wurtzite GaN. The dashed line in (a) labels the mirror symmetryMx of wGaN. Green, Ga; yellow,
N. (c) Change in EFG tensor ΔVij of Ga nuclei as a function of Ex. Because of the Mx symmetry, four of six components of the Vij

tensor have first-order response ð∂Vij=∂ExÞjEx¼0 ¼ 0 (inset). (d) ð∂2Vxx=∂E2
xÞjEx¼0 against the band gap Eg for all wurtzite III-V

materials with Eg > 0 in DFT calculations.
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can be lower than 1 Hz even at room temperature [7,8,43],
an electric field of 0.5 MV=cm should suffice to
demonstrate the manipulation of single nuclear spin
before it gets decoherent. The only requirements for
realizing such a Rabi oscillation are (i) nuclear spin
with nonzero D tensor and (ii) a two-color laser satisfying
the frequency matching condition, so it can serve as a
proof-of-principle experiment for the ONQ effect. To
detect the quantum state of the single nuclear spin, one
possible approach is to introduce an electron spin for
readout [11,16,44] after the Rabi oscillation induced by
the ONQ interaction is finished. This can be realized by
ionizing or neutralizing the defect atom that hosts the single
nuclear spin, which is demonstrated in, e.g., Refs. [11,16].
Note that the single-electron transistor used in Refs. [11,16]
requires metallic structures with hundreds of nanometer
size, which could influence the light propagation. While
some specialized metallic structures have been used to
enhance properties of light propagation and intensity, this
might not be compatible with the design needed for single-
electron transfer, and adverse effects might arise. An
alternative readout strategy would be to work with systems
that naturally have isolated electron spins. For example, the
nitrogen nuclear spin in nitrogen-vacancy (NV) centers in
diamond can be read out by detecting the transition
energies of NVelectron spins, which depend on the nuclear
spin states due to their hyperfine interaction. Note that
the frequency of the laser used for the ONQ interaction
should be kept below the electronic transition energy
(637 nm for NV−) to avoid unwanted absorption and
heating effects. In the long term, it might be desirable to get
rid of electron spins even in such cases. The possibility of
an all-optical control over single nuclear spin is discussed
in Appendix A 2. a.

V. SPECTROSCOPY

The ONQ effect can potentially be used for material
spectroscopy and isotopic mapping applications, similar to
the well-established two-photon microscopy [35]. The
scheme is as follows. Under a ωo1 laser, nuclear spins
can undergo a spin flip provided the energy mismatch is
released in the form of an emitted photon with shifted
frequency ωo2. ωo2 needs to satisfy the frequency matching
condition jωo1 − ωo2j ¼ ΔgeðXÞ, where ΔgeðXÞ is the
nuclear spin resonance energy of isotope X in a given
material. The shifted side peaks at ωo2 can be the
fingerprint of the isotopes—if a certain isotope X is present,

then one can detect two side peaks with frequencies
ωo2 ¼ ωo1 � ΔgeðXÞ. Note that ΔgeðXÞ is also dependent
on the chemical environment of isotope X. This is similar to
the material characterization using Raman scattering,
whereby a certain vibrational mode can be detected by
measuring the position of the (anti-)Stokes peaks. We
remark that such ONQ spectroscopy can serve as a
proof-of-principle experiment of the ONQ effect as well,
as the side peaks can be detected if and only if the ONQ
effect exists.
To analyze experimental feasibility of ONQ spectros-

copy, we compare it quantitatively with Raman spectros-
copy (Table III) due to the conceptual parallelism
(Raman is phonon mode, i.e., nuclear positions, coupled
to electronic orbitals, whereas ONQ is nuclear spin coupled
to electronic orbitals, both leading to a two-photon proc-
ess). We first examine the intensity of the Raman and
the ONQ spectroscopy. The coupling strength of Raman
spectroscopy per formula unit is determined by
fRaman ¼ gRamanEðωo1ÞEð−ωo2Þ, where gRaman is usually
on the order of 105 × 2π·MHz

ðV=ÅÞ2 . In contrast, the ONQ coupling

strength is on the order of 102 × 2π·MHz
ðV=ÅÞ2 per formula unit,

103 times smaller than gRaman. This should not be a serious
issue, since the intensity of the side peaks is proportional to
the number of atoms (nuclear spins) participating in the
interaction. Notably, Raman spectroscopy has been dem-
onstrated for characterizing the gas phase or atomically thin
monolayer materials, which has a very limited number of
atoms [45,46]. Hence, if the ONQ spectroscopy is used on a
three-dimensional solid-state material, which have a large
number of atoms within the optical interaction volume, then
the intensity of the side peak would be significantly
improved and should be detectable. Moreover, it is also
possible to increase the intensity of the side peaks by using
a stronger pumping laser or tip-enhanced or surface-
enhanced Purcell factor, just like surface-enhanced
Raman scattering (SERS). Besides, the low dissipation
rate of the nuclear spins could also enhance the intensity of
the side peaks [47].
Besides intensity, the linewidth of the side peaks is

another important factor—the linewidth should be smaller
than the frequency shift Δge, so that the side peaks can be
spectrally resolvable. The linewidth of the side peaks
originates in the linewidth of the pumping laser, the
relaxation of nuclear spins, and the inhomogeneity broad-
ening. Both the laser linewidth and the relaxation rate of

TABLE III. Comparison between ONQ and Raman spectroscopy.

Coupling strength (per formula unit) Frequency shift Linewidth

ONQ About 102 × 2π·MHz
ðV=ÅÞ2 Megahertz-gigahertz Kilohertz

Raman About 105 × 2π·MHz
ðV=ÅÞ2 Terahertz Subterahertz
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nuclear spins can be kept below 1 kHz, far below Δge

(megahertz to gigahertz). The inhomogeneity broadening
could come from, e.g., strain and temperature inhomoge-
neity. In most situations, the inhomogeneity broadening can
be orders of magnitude smaller than Δge. For example, our
ab initio calculation indicates that in many cases a 1%
strain leads only to a less than 10% change in Δge.
Therefore, the linewidth of the side peaks can be kept
below the frequency shift Δge, and the side peaks can be
experimentally detectable.
The spatial resolution of optical approaches can be much

higher and is limited only by the diffraction limit (hundreds
of nanometers for visible light). With a tip-enhanced Purcell
factor in a surface rastering setup, even superresolution
imaging might be possible like in superresolution Raman
imaging. However, the frequency shift between the side
peaks and the main peak is on the order of megahertz to
gigahertz. Therefore, the spectral resolution required is
relatively high compared with that in conventional spec-
troscopy techniques such as Raman spectroscopy, which
can be a challenge in practice. Fortunately, Raman-like
spectroscopy with spectral resolution down to the subkilo-
hertz level has been demonstrated experimentally [47].

VI. QUANTUM MEMORY

Nuclear spins have the unique advantage of long
coherence time even at room temperature [7,8] and are
compelling candidates for quantum memory applications.
In this section, we demonstrate that, using the ONQ effect,
the quantum information carried by optical photons can
be directly stored in nuclear spin quantum memory. To
enhance the coupling rate between optical photons and
nuclear spins, we consider a nuclear spin ensemble (NSE)
with N nuclear spins [48]. The quantum control over NSE
with N ∼ 105 has been realized using ancillary electron
spins in, for example, quantum dot systems [49–51]. With
the ONQ effect, a larger number of nuclear spins can be
simultaneously controlled without the need for electron
spins. The number density of nuclear spins in a pristine
crystal is typically on the order of ρ ∼ 1028 m−3, so a
crystal with ½1 μm�3 size contains N ¼ 1010 nuclear spins.
Note that the spot size and penetration depth of an off-
resonance laser can be much greater than 1 μm, so the
optical field in the ½1 μm�3 sample can be considered
uniform. For NSE manipulation, the appropriate size of
the crystal is discussed in Appendix A 1 a. A pure crystal
sample can have good homogeneity except on the surfaces,
which can be advantageous for improving the coherence
time of the quantum memory. The coherence time of the
NSE can be further enhanced with quantum control
techniques [48,52,53].
The ground state of the whole NSE is jGi≡ jg1g2…gNi,

in which all nuclear spins are on the ground state. The first
collective excited mode of the NSE can be described as

jEi≡P
N
i¼1 cijg1g2…gi−1eigiþ1…gNi, where the coeffi-

cients satisfy
P

N
i¼1 jcij2 ¼ 1. One can see that on average

one nuclear spin is on the excited state when the NSE is on
jEi. The energy splitting between jGi and jEi is denoted as
ΔGE ¼ ϵE − ϵG. In a uniform sample, one has ΔGE ≈ Δge

when the interactions between nuclear spins are ignored.
One challenge for the NSE qubit is the initialization to jGi.
In this regard, it can be advantageous to use a nucleus
with large quadrupolar energies, which can reach 1 GHz,
equivalent to 50 mK. Besides thermal cooling, the initial-
ization of the NSE can also be facilitated by laser cooling
using the ONQ effect [54]. Still, achieving a quantum
memory in a NSE via the ONQ would be experimentally
challenging due to the small energy scale of the nuclear
spins compared to their thermal energy even at cryogenic
temperature—the NSE needs to be cooled down to a very
low temperature, and it is necessary to keep the temperature
rise in the NSE due to laser illumination below several mK.
The NSE is pumped with an ωo2 laser and is put into

an optical cavity resonant with ωo1 ¼ ωo2 þ ΔGE.
Assuming a uniform distribution (uniform sample under
uniform laser), one has the collective ONQ Hamiltonian
as H ¼ GoðjGihEjaþo1 þ H:c:Þ, where aþo1 is the creation
operator of the ωo1 photon and the collective ONQ
coupling strength is Go ¼ go

ffiffiffiffi
N

p
Eð−ωo2ÞEzpf , with Ezpf ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ωo1=εrε0Vo1

p
the zero-point electric field of the ωo1

photon. ε0 is the vacuum permittivity. εr is the relative
permittivity of the host material and is taken as εr ¼ 5 in
the following. Vo1 is the mode volume of the optical cavity.
If ωo1 ¼ 1 eV and ρ≡ ðN=Vo1Þ ¼ 1028 m−3, then one has
Go½MHz� ∼ 0.12 × Eð−ωo2Þ ½MV=cm�; that is, one has
Go ¼ 60 kHz when Eð−ωo2Þ ¼ 0.5 MV=cm. Con-
sidering that the quality factor of an optical cavity can
reach [55–57] 1010, the decay rate of the cavity photon is
κo ≈ 24 kHz, which is below the coupling strength Go.
Next, we discuss the protocol of the NSE quantum

memory. During the storage stage, the NSE is initialized to
jGi. When an ωo1 photon comes in, the NSE can be excited
to jEi via the ONQ interaction and, thus, memorize the
incoming ωo1 photon. For readout, we propose to use
the resonant emission of the ωo1 photon. Here, the NSE is
again pumped with the ωo2 field, and the ωo1 cavity is
tuned on resonance with the ONQ transition. In this case,
an ωo1 photon can be emitted if the NSE is on jEi. In
contrast, if the NSE is on jGi, then the ωo1 photon cannot
be emitted. One can, thus, detect whether the ωo1 photon is
emitted to determine the state of the NSE. The emission rate
of the ωo1 photon (if the NSE is on jEi) is R ¼ ð4G2

o=κoÞ,
which is 0.6 MHz when Eðωo2Þ ¼ 0.5 MV=cm and κo ¼
24 kHz. This is a relatively high emission rate and should
be detectable by current single-photon detectors [58,59].
It is also possible to read out using the dispersive
interaction between the NSE and an off-resonant anhar-
monic cavity (Appendix A 2 b). Meanwhile, we remark that
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jEi is the first excited state of the NSE, whereby one
nuclear spin is on the excited state on average. It is possible
to have Nn > 1 nuclear spins on the excited states on
average as well (similar to the multiphonon state in
Ref. [60]). In this case, the emission rate discussed above
would be further enhanced by a factor of Nn. This could
facilitate the experimental demonstration of the ONQ effect
using NSE.
Finally, we note that, besides the desired storage and

readout transitions as described above, it is also possible for
the NSE to do other (undesired) transitions. For example,
when the NSE is in jGi and is pumped with the ωo2 field,
the NSE can spontaneously jump to jEi and emit a photon
with frequency ωo2 − ΔGE. However, the transition rate
of such a process is strongly suppressed [61] by the ωo1

cavity by a factor of r ∼ κ2o=ð4Δ2
GE þ κ2oÞ. If ΔGE ¼ 2π ×

1 GHz and κo ¼ 2π × 1 MHz, one has r ∼ 2.5 × 10−7,
which barely affects the fidelity of the nuclear-spin-based
quantum memory.

VII. QUANTUM TRANSDUCTION

We finally discuss another promising application of the
ONQ effect, namely, the quantum transduction between
MW or rf and optical photons. We already described how
the ONQ effect establishes an interface between optical
photons and nuclear spins. On the other hand, the nuclear
spins can also be coupled to MW or rf photons with a
frequency ωm through the Zeeman interaction. Therefore,
nuclear spins can serve as the media for the transductions
between MW or rf and optical photons. For clarity, we
assume ωo1 > ωo2 in the following. Treating the ωo1 laser
as a classical pumping field, and second quantizing the ωo2
and ωm photons, we obtain the transduction Hamiltonian in
the rotating frame of ωm:

Hm↔o¼
X
i

�
δ

2
ðjeiiheij− jgiihgijÞþgoEzpfEðωo1Þaþo2jgiiheij

þgmBzpfaþmjgiiheijþH:c:

�
: ð5Þ

Here, i labels each of the N nuclear spins. The frequency
matching condition requires ωm ¼ ωo1 − ωo2, while the
nuclear spins are off resonance with the MW or rf photon
with a detuning δ≡ jωm − Δgej. Ezpf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ωo2=εrε0Vo2

p
is

the zero-point electric field of the ωo2 photon as described
before. Bzpf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0μrωm=Vm

p
is the zero-point magnetic

field of the ωm photon. μo is the vacuum permeability,
while the relative permeability of the host material is
assumed to be μr ¼ 1. In the large detuning limit, the
effective transduction Hamiltonian becomes

Heff ¼ Goa
þ
o2jgihej þ Gmaþmjgihej þ H:c:; ð6Þ

where Go ¼ go
ffiffiffiffi
N

p
Eðωo1ÞEzpf and Gm ¼ gm

ffiffiffiffi
N

p
Bzpf are

the collective coupling rate of the NSE with optical and
MWor rf fields, respectively. To estimate the magnitude of
Go and Gm, we assume ωo2 ¼ 1 eV and ωm ¼ 2π · 1 GHz.
We also assume N ¼ ρVo2, where ρ ∼ 1028 m−3 is the
number density of the nuclear spins. Thus, one has Go ≈
0.24 MHz when Eðωo1Þ ¼ 2 MV=cm. We also assume the
quality factor of the ωo2 cavity is Q ¼ 1010. Note that one
can use a weaker pumping field Eðωo1Þ if Q is higher
(Q > 1010 has been achieved [55–57]). For Gm, we further
assume an MW or rf mode volume of Vm ¼ 1 mm3,
although a smaller MW mode volume is achievable [62].
Then one has Gm ∼ 0.3 MHz when N ∼ 1018, correspond-
ing to a crystal size of 0.1 mm3. We assume the quality
factor of the MW or rf cavity is Q ¼ 105 [63].
In the large detuning regime ðδ ≫ Go;GmÞ, the nuclear

spin modes can be further adiabatically eliminated [64–66],
and one can reach a linear coupling between the optical
and MW or rf modes Heff ¼ Gomðaþo2am þ H:c:Þ, with
Gom ≡ ðGoGm=δÞ. However, this approach ignores the
relaxation of the transducer (nuclear spins in the current
situation). To clearly show how dissipations in the system
can affect the transduction process, we retain the complete
form Eq. (6) and introduce dissipation due to the optical
and MWor rf cavity (with rates κo2 and κm, respectively) as
well as the nuclear spin relaxation (with rate Γn). The
fidelity of the quantum transduction can be estimated by
solving the master equation

dρ
dt

¼ −i½Heff ; ρ� þ
1

2
κo2ζðao2Þ þ

1

2
Γnζðσ−Þ þ

1

2
κmζðamÞ;

ð7Þ

where ρ is the density matrix of the total system and ζðoÞ ¼
2oρoþ − oþoρ − ρoþo is the Lindblad operator for a
given operator o, such as σ− ≡ jgihej. The master equation
simulations are performed using the QuTiP package [67,68].
In the simulations, κo2 and κm are determined by the
quality factor of the cavities, which is taken as 1010 (105)
for the optical (MWor rf) cavity, while even higher quality
factors have been achieved in experiments [55–57,63].
Note that, when cavities with higher quality factors are
used, the coupling strength Go and Gm required to achieve
efficient transduction will be smaller.
We consider a simple transduction protocol using

sequential swap gates [69,70]. We use optical to MW or
rf transduction as an example, whereas the reverse MWor rf
to optical transduction can be analyzed similarly.
Specifically, an incoming optical photon is stored in the
cavity and interacts with the nuclear spins (aþmjgihej) for a
certain amount of time corresponding to an effective π
pulse, while the MW or rf cavity is detuned. After the
population is transferred to nuclear spins, the MW or rf
interaction (aþo2jgihej) is turned on, while the optical
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pumping is turned off. Then the population can be trans-
ferred from nuclear spins to MWor rf photons. In Fig. 3(a),
we show that this simple swap protocol can yield a
transduction fidelity of approximately 90% with parameter
settings described above. Notably, the relaxation of trans-
ducers (nuclear spins) strongly affects the transduction
fidelity. From Fig. 3(b), one can see that the transduction
fidelity significantly deteriorates when Γn ≳ 0.1 MHz.
In comparison with other methods for MW or rf to

optical transduction [71] using, e.g., phonons [72–75] or
electron spins [64,66,70,76–83] as transducers, a unique
advantage of using the ONQ effect is that the nuclear spins
have a long lifetime and good immunity to noise in the
environment; thus, high fidelity can be achievable at
relatively high temperatures. Indeed, Γn can be as low as
hertz even at elevated temperatures [84,85]. The trans-
duction based on the ONQ effect also benefits from the
enormous number density of nuclear spins (approximately
1028 m−3) in pure solid-state systems. Therefore, even
though the coupling strength between a single nuclear
spin and MW, rf, and optical photons is much weaker than
that of electron spins, the sample size required here is only
millimeter size, similar to that in Ref. [64].

VIII. DISCUSSIONS

Before conclusion, we discuss some issues relevant to
the experimental demonstration of the ONQ effect. Some
specific issues, such as the proper size of the crystal sample
for NSE and the temperature rise due to laser illumination,
are discussed in Appendix A. Here, we first discuss the
proof-of-principle demonstration of the ONQ effect. As
discussed before, the manipulation of the single nuclear
spin or the nuclear spin ensemble can serve as the proof-of-
principle experiments of the ONQ effect. These two
experiments are closely connected to the quantum nature
of the nuclear spin (ensemble). In contrast, the ONQ

spectroscopy (detecting the side peaks due to the ONQ
scatterings) can be considered as a more “classical” proof-
of-principle experiment and could be easier to demonstrate.
Besides, one can also use techniques developed in NMR
technology to detect the nuclear spin dynamics induced by
the ONQ effect. This is also a relatively easier experiment,
which has been used to demonstrate the NER [86].
To demonstrate the ONQ effect, the linewidth of the laser

or photon should be kept small, preferably on the order of
megahertz to kilohertz. This is also relevant to the necessity
of optical cavities with high quality factors or spectrometers
with high spectral resolution. This is because the energy
scales of nuclear spins, including resonance frequency,
Rabi frequency, linewidth, etc., are usually very small
(kilohertz to megahertz, at most gigahertz). Hence, the
linewidth of the laser or photon should be kept small as
well, so that the nuclear spin dynamics would not be
deteriorated (see Appendix A. 3. b for detailed discus-
sions). Fortunately, laser sources with small linewidth
down to the subhertz level [87–91] and optical cavities
with high Q factor up to 1010 and above [55–57] have been
realized in experiments. Another issue is the appropriate
temperature for experimentally demonstrating the ONQ
effect. Pertinent to the ONQ effect itself, the temperature is
relevant in that nuclear spins could have longer relaxation
or decoherence time at lower temperature. Meanwhile, low
temperature could improve the experimental results. For
example, the signal-noise ratio of certain detectors could be
higher at lower temperatures. Nevertheless, low temper-
ature is not a necessary condition for the ONQ effect itself.
Furthermore, the laser illumination could result in a heating
effect and sample damage. This limits the maximum laser
intensity and also the maximum achievable ONQ Rabi
frequency (tens of kilohertz for single nuclear spin and
megahertz for NSE; see Appendix A 1 a).
As we discussed before, the ONQ effect does not require

electron spins S ≠ 0, which is a unique advantage. If S ≠ 0,

(a) (b)

FIG. 3. Simulation results of optical to MWor rf transduction. (a) Population of different subsystems as a function of time t. Here, we
take Γn ¼ 1 kHz. In the light-red shaded region, the optical-nuclear interaction is turned on, while in the light-blue shaded region, the
MW-nuclear interaction is turned on. (b) Fidelity of the optical to MW transition as a function of NSE relaxation rate Γn. In the
simulations, we take Go ≈ 0.24 MHz and Gm ∼ 0.3 MHz.
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then there will be hyperfine interactionsHhf ¼
P

ij AijIiSj
between electron and nuclear spins. Similar to the quadru-
pole tensor Q, the hyperfine tensor A is also determined by
the electron wave functions. Hence, under two-color pho-
tons ωo1 and ωo2, A would oscillate with the frequency
jωo1 − ωo2j, which can be in resonance with either electron
or nuclear spin frequencies. This provides another degree
of freedom to manipulate the hybrid electron-nuclear
spins system.
In summary, we propose the ONQ effect which can serve

as an efficient interface between optical photons and nuclear
spins. As electron spins are not required and the frequencies
of the optical photons can be arbitrary, the ONQ effect
provides substantial flexibilities that could empower various
promising applications ranging from isotope spectroscopy to
quantum technologies, including quantum control, quantum
memory, andquantum transduction between optical andMW
or rf fields as required in quantum communication.
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APPENDIX A: EXPERIMENTAL
CONSIDERATIONS

In this section, we discuss several issues relevant to the
experimental realization of the ONQ effect.

1. Heating under laser illumination

The ONQ effect requires laser fields with electric field
strength on the order of 0.1–1 MV=cm. In this section, we
show that the material sample should be able to sustain such
a laser illumination. This is particularly because the laser
frequency is below the band gap of the material, so that the
direct one-photon absorption of the laser energy is minimal.

In the following, we first suggest the size of the crystal
sample of the nuclear spin ensemble (NSE) for demon-
strating the ONQ effect. Then, we show that the temper-
ature rise in the electron-phonon system due to the laser
illumination is only on the order of 1–10 K when the
electric field is 1 MV=cm, so the sample damage due to
heating effect should be minimal.

a. Proper size of the crystal sample

As discussed in the main text, for a single nuclear spin,
the ONQ coupling strength is f ¼ goEðωo1ÞEð−ωo2Þ.
Hence, it is desirable to have strong electric fields Eðωo1Þ
and Eð−ωo2Þ (below possible sample damage threshold).
Meanwhile, for aNSE in an optical cavity, theONQcoupling
strength is f ¼ goEð−ωo2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ωo1N=ϵrϵ0Vo1

p
. Hence, it is

desirable to have strong Eð−ωo2Þ as well. On the other hand,
ρ ¼ ðN=Vo1Þ is approximately the number density of
nuclear spins and is independent of the size of the crystal
sample, which should be comparable with Vo1. The optical
fields can have stronger intensity when focused onto a
smaller spot size. The spot size is limited by the wavelength
of the optical field, which is on the order of 1 μm.To this end,
we suggest using a crystal sample with transverse area of
½1 μm�2 to demonstrate the ONQ effect in an NSE. Note that
this is not a necessary condition, and smaller samples can be
used as well, especially for single nuclear spin manipulation.
Another factor that should be considered is the penetra-

tion depth dp of the optical field. The depth d of the sample
should be much smaller than dp to ensure that the light field
in the sample is uniform. Since we propose to use optical
fields whose frequencies ωo1ðo2Þ are below the band gap Eg

of the crystal, the absorption of the laser energy via the
direct one-photon process is, in principle, zero. Meanwhile,
when 2ωo1ðo2Þ > Eg, the absorption of the laser can result
from the two-photon process, whereby electrons do inter-
band transitions by simultaneously absorbing two photons.
The intensity of the two-photon process is determined by
the two-photon absorption coefficient β, which is on the
order of 10−10 m=W in typical semiconductors [92–96].
The penetration depth of an optical field due to the two-
photon absorption is

dp ¼ 1

βPin

¼ 2

βε0c0E2
; ðA1Þ

where Pin ¼ 1
2
c0ε0E2 is the incident laser power. If one uses

E ¼ 1 MV=cm and β ¼ 10−10 m=W, then one has
dp ≈ 750 μm. Hence, if the depth of the crystal is
d ≈ 0.1 μm, then the optical field inside can be considered
as uniform, since d ≪ dp.
In summary, for NSE manipulation, we suggest using a

crystal sample with a 1 × 1 × 0.1 μm3 dimension, which
can ensure that the optical fields inside are uniform.
Considering that the number density of nuclear spins
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can be the order of 1028 m−3 in typical semiconductors
(e.g., zinc blende GaAs), the 1 × 1 × 0.1 μm3 crystal
sample contains around 109 nuclear spins.

b. Temperature rise in the electron-phonon system

Next, we estimate the temperature rise of the crystal
sample under laser illumination. The duration of the laser
illumination τlaser should be on the order of microseconds to
milliseconds, since the ONQ Rabi frequency is on the order
of tens of kilohertz to megahertz. On the other hand, the
timescale of electron-phonon dynamics τe;p is on the order
of femtoseconds to picoseconds. Since τlaser ≫ τe;p, the
laser can be treated as a continuous wave laser to estimate
the temperature rise in the electron-phonon system.
The laser energy absorption power per unit area can be

estimated with [97]

Pabs ¼ Pinð1 − e−
d
dpÞ

≈ Pin
d
dp

: ðA2Þ

Then, the temperature rise in the electron-phonon system
can be estimated from

ΔTep ¼ Pabs

kth
d

¼ 1

2

cϵ0E2

dp

d2

kth
: ðA3Þ

If we use E ¼ 1 MV=cm (dp ¼ 750 μm), d ¼ 0.1 μm, and
take the thermal conductivity as kth ¼ 10 W · m−1 · K−1,
then one has ΔTep ¼ 15 K, which is mild and usually
would not lead to any damage in the crystal sample. If
we use E ¼ 0.1 MV=cm (dp ¼ 7.5 × 104 μm), then one
has ΔTep ¼ 1.5 mK.
We remark that it is crucial to forbid the one-photon

process. If one-photon absorption is allowed, then one has
dp ≈ λ=2πεð1Þ, where εð1Þ is the imaginary part of the
dielectric constant and can be on the order of 10–100 for an
above-band-gap laser. The temperature rise due to one-
photon absorption could be 105–106 times larger than that
due to two-photon absorption and reach thousands of
Kelvins with E ¼ 1 MV=cm. This would damage the
sample. Consequently, high-quality crystal samples are
desirable, because unwanted defects in the crystal sample
could result in-gap states and lead to one-photon absorption
of laser energy. On the other hand, when certain defects
(such as NV center) are required, the laser frequency should
be kept below the electronic transition energy of the defect
states (e.g., 637 nm for NV−1).
Moreover, if the laser frequency satisfies 2ωo1ðo2Þ < Eg,

then the two-photon absorption is forbidden as well, and
the leading-order contribution to the absorption would be
the three-photon process. In this case, the laser absorption

and the temperature rise could be even smaller than those
estimated in Eqs. (A2) and (A3).

c. Tunneling ionization

In the previous section, we discuss the absorption of laser
energy due to the two-photon process, which corresponds
to the multiphoton ionization. In addition, ionization can
also result from the tunneling effect. Notably, the relative
intensity of the multiphoton and tunneling ionization is
determined by the Keldysh parameter [98,99]

γ ¼ ω

e

�
mc0nϵ0Eg

Pin

�
2

; ðA4Þ

where m is the electron mass and n is the refraction index.
When γ ≳ 1.5, the tunneling process ismuchweaker than the
multiphoton process. Putting E ¼ 1 MV=cm, ω ¼ 2 eV,
and Eg ¼ 2.2 eV in the equation above, we obtain
γ ∼ 100. This indicates that the multiphoton process domi-
nates the absorption of the laser energy, and the tunneling
ionization is negligible. This further corroborates that the
material sample should be able to sustain the 1 MV=cm field.

2. Readout of nuclear spin states

In the main text, we discuss possible approaches for the
readout of the quantum state of the nuclear spins. In this
section, we propose alternative approaches for the readout
of both a single nuclear spin and an NSE.

a. Single nuclear spin

In the main text, we mention that the single nuclear spin
can be read out using ancillary electron spins. In the long
term, it might be desirable to totally get rid of electron
spins and to develop an all-optical control over nuclear
spins. One possible approach is to use high-quality optical
cavities and high-efficiency single-photon detectors. A
single nuclear spin is put into an optical cavity resonant
with the ωo1 photon and is pumped with a ωo2 laser
(ωo1 > ωo2). After the second quantization of the ωo1
photon, the ONQ coupling would be

HONQ ¼ goEð−ωo2ÞEo1
zpfðjgihejaþo1 þ H:c:Þ; ðA5Þ

where H.c. stands for Hermitian conjugate, aþo1 is the
creation operator of the ωo1 photon, and Eo1

zpf ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ωo1=ϵrϵ0Vo1

p
is the zero-point field of the ωo1 photon

in the cavity with Vo1 the mode volume. When the nuclear
spin is on excited state jei, then it can emit a ωo1 photon via
the ONQ effect and jump back to jgi. On the other hand, if
the nuclear spin is on ground state jgi, then the ωo1 photon
would not be emitted. Hence, the state of the nuclear spin
can be determined by detecting whether the ωo1 photon is
emitted using a single-photon detector. The emission rate of
the ωo1 photon is [61]
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R ¼ 4½goEð−ωo2ÞEo1
zpf �2

κo1

¼ 4½goEð−ωo2Þ�2
εrε0Vo1

Qo1; ðA6Þ

where κo1 is the cavity decay rate and Qo1 ≡ ðωo1=κo1Þ is
the quality factor of the cavity. One can see that the
emission rate R can be faster for a cavity with large quality
factor and small mode volume.
In practice, optical cavities with quality factor above 1010

has been demonstrated [57,100], and the mode volume can
be down to 10−22 m3 by nanophotonics design [101]. Using
Qo1 ¼ 1010 and Vo1 ¼ 10−22 m3, one has R½Hz� ≈ 12×
½Eð−ωo2Þ�2 ½MV=cm�2. That is, one has R ¼ 60 Hz when
Eð−ωo2Þ ¼ 5 MV=cm. This is a relatively small emission
rate, and, thus, high-efficiency single-photon detectors
would be desired [58,59]. Besides, it also requires an optical
cavity that simultaneously has highQ factor and small mode
volume. This could be challenging as well. Hence, we
consider this all-optical readout of single nuclear spin as a
long-term goal, which could be facilitated by the develop-
ment of quantum and/or classical photonics.

b. Nuclear spin ensemble

In the main text, we show that the quantum state of the
NSE can be read out by detecting the emission of optical
photons in a resonant cavity (left box in Fig. 4). Here,
we propose another approach for the nondemolition meas-
urement of the quantum state of the NSE, using the
dispersive interaction [60,102–104] with an off-resonance
anharmonic optical cavity. In this case, the ωo1 cavity
is tuned off resonance with the ONQ transition, i.e.,
δ≡ ωo1 − ωo2 − ΔGE ≠ 0. Meanwhile, the cavity has an
anharmonicity α, which could result from, e.g., the inter-
action with an ancillary atom [105,106] and can reach
above 1 MHz. In this case, the resonance frequency of the

cavity depends on the states of the NSE (right box in
Fig. 4), and the shift in the resonance frequency is given by

ζ ¼ 2½go
ffiffiffiffi
N

p
Eð−ωo2ÞEo1

zpf �2
δ

1

1þ δ=α
: ðA7Þ

One has ζ ≈ 30 kHz when Eð−ωo2Þ ¼ 0.5 MV=cm,
δ ¼ 0.2 MHz, and α ¼ 1 MHz. Such a ζ is resolvable
considering that the linewidth of the cavity is around
24 kHz when Q ¼ 1010. Therefore, by detecting the shift
in the resonance frequency of the cavity, one can indirectly
probe the NSE state. This approach for detecting NSE state
could be more challenging than the resonant photon
emission approach described in the main text, since
introducing anharmonicity in the optical cavity could affect
the properties of the NSE (e.g., coherence time) as well.
Hence, the system needs to be carefully designed, which we
leave as a future work.

3. Effect of finite linewidth

In this section, we discuss the influence of the finite
linewidth of electrons and lasers or photons. We show that
the linewidth of the electron makes negligible influence.
Meanwhile, the linewidth of the laser or photon plays a
relatively important role and should be kept below the Rabi
frequency of the ONQ nuclear spins transitions.

a. Electronic transition linewidth

The electron dynamics is usually very fast compared
with NMR frequency, and the electron linewidth is usually
η≲ 1 meV, equivalent to an electron lifetime from pico-
second to subnanosecond [40–42]. However, as can be
observed from Eq. (4) in the main text, the electron
linewidth η makes an important role only when ωo1 (or
ωo2) is very close to the electronic transition energy Emn.
As discussed before, we propose to use ωo1ðo2Þ < Eg with
Eg the band gap, so ωo1 (or ωo2) would not be close to Emn,
since one has ωo1ðo2Þ < Eg ≤ Emn. Meanwhile, the NMR
frequency ωm ≡ ωo1 − ωo2 does not play an important
role as well, because ωm is on the order of megahertz to
gigahertz and is too small compared with Emn or ωo1ðo2Þ,
which are on the order of 1015 Hz. Moreover, the NER
effect, which uses a microwave or radio frequency electric
field to modulate the EFG generated by electrons, has
already been demonstrated experimentally [16,86]. This
corroborates that the electron linewidth does not need to be
smaller than the NMR frequency.

b. Laser or photon linewidth

The laser or photon linewidth is an important parameter.
Before further discussions, we remark that, while it is
desirable to have a small laser or photon linewidth, it is not
necessary to have a laser or photon linewidth smaller
than the NMR frequency. Nonlinear optical responses can

FIG. 4. Readout of the quantum state of the NSE. Left box: the
cavity is on resonance with the ONQ transition, and one can detect
whether theωo1 photon is emitted to determine the state of theNSE.
Right box: an anharmonic cavity is off resonance with the ONQ
transition.One can detect the shift in the resonance frequency of the
cavity to determine the quantum state of the NSE.
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exist even if the laser or photon linewidth is wide. For
example, the bulk photovoltaic effect [107], whereby a dc
charge current is generated under light illumination, can
happen under white light [108], which has an ultralarge
“linewidth.”
As can be observed in Eq. (A6), the ONQ transition rate

is inversely proportional to the photon linewidth. Here, we
further examine the importance of the laser or photon
linewidth. We assume the laser or photon has a Lorentzian
line shape, and the two-color laser or photon used in the
ONQ effect is described by

E1ðω1Þ ¼
1

π

κo1
ðω1 − ωo1Þ2 þ κ2o1

;

E2ðω2Þ ¼
1

π

κo2
ðω2 − ωo2Þ2 þ κ2o2

: ðA8Þ

That is, the central frequency is ωo1ðωo2Þ and the linewidth
is κo1ðκo2Þ.
When two-color fields with frequencies ω1 and ω2 are

combined to trigger the Rabi oscillation of the nuclear
spins, the efficiency of the Rabi oscillation is proportional
to ηðω1;ω2Þ ¼ f2Rabi=½f2Rabi þ ðω1 − ω2 − ΔÞ2�, where Δ is
the nuclear spin resonance frequency and fRabi is the Rabi
frequency. Under laser or photon with line shapes described
by Eq. (A8), the overall efficiency of the Rabi oscillation
can be estimated with

η0 ¼
ZZ

dω1dω2E1ðω1ÞE2ðω2Þηðω1;ω2Þ

¼ fRabiðfRabi þ κo1 þ κo2Þ
ðωo1 − ωo2 − ΔÞ2 þ ðfRabi þ κo1 þ κo2Þ2

: ðA9Þ

One can see that, when ωo1 − ωo2 ¼ Δ and κo1 ¼
κo2 ¼ 0, the efficiency is η0 ¼ 1, as expected. Besides,
one has η0 ∼ 1 when

jωo1 − ωo2 − Δj≲ fRabi;

κo1; κo2 ≲ fRabi: ðA10Þ

That is, the detuning from perfect resonance frequency and
the linewidth of the two-color laser or photon should be
kept below the Rabi frequency fRabi, which can be on the
order of kilohertz to megahertz.
In practice, using some laser stabilizing techniques

[87–89,109], the linewidth of the lasers can be relatively
easily kept below kilohertz and down to the subhertz
level [90,91].

4. Effect of finite wave vectors

In the main text, we treat the laser fields as a spatially
uniform field. In practice, the spatial pattern of the laser
field is characterized by a finite wave vector k. That is, the
optical field has a phase factor eik·r, where r is the position.

Since k is usually much smaller than the size of the
Brillouin zone in typical materials, usually one uses k ≈ 0
when theoretically studying optical processes (see, e.g.,
Ref. [110]). Recently, we have also studied the finite-k
effect in nonlinear optical response [111] and find that it is
very small for an optical field with k ∼ 1 μm−1. In practice,
the finite-k effect could result in the phase matching issue in
nonlinear optical processes. But since our sample has only
micrometer dimension, the phase matching efficiency
should be very high [112].

5. Enhancing the nuclear quadrupolar interaction

For certain applications, it could be desirable to have a
strong nuclear quadrupolar interaction, which leads to large
nuclear spin splitting. One approach for enhancing the
nuclear quadrupolar interaction is to use isotopes with large
quadrupolar moment. On the other hand, the nuclear quad-
rupolar interaction can be enhanced when the EFG is large.
Usually, theEFGcanbe larger if the symmetryof the lattice is
lower. For example, in zinc-blende GaAs (space group
F4̄3m, no. 216), the EFG is zero because of the tetrahedral
symmetry. In contrast, in wurtizte GaAs (space group
P63mc, no. 186), the EFG is not zero because the symmetry
is lower. Hence, to increase the EFG, a generic approach is to
findmaterialswith low symmetry, such asHfO2 (space group
P21=c, no. 14).
Meanwhile, the EFG tensor can be further enhanced by

the following.
(i) Strain.—Strain can usually enhance the asymmetry

and, hence, the magnitude of the EFG tensor V. As
an example, we apply uniaxial strain along the z
direction (crystallographic c axis) of wurtzite GaN.
One can see that a strain of 1% can improve Vzz by
more than 100% in this case (Fig. 5).

(ii) Point defect.—Point defect can usually significantly
alter the local symmetry. An efficient approach is to

FIG. 5. The Vzz component of the EFG at the site of Ga
nuclei in wurtzite GaN as a function of uniaxial strain along
the z direction.
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introduce vacancies. For example, in diamond, if a
nitrogen (N) simply substitutes a carbon atom, then
the EFG tensor at the site of the N nuclei is still zero
because of the tetrahedral symmetry. In contrast, if the
N atom is associated with a vacancy (NV center), then
the local symmetry around the N nuclei would be
lower, and the EFG tensor would be nonzero, induc-
ing a quadrupole splitting of the N nuclear spin.

Both strain and defects can be introduced either during or
after the growth of the crystal, so that the EFG can be
improved.

APPENDIX B: THEORETICAL APPROACHES

In this section, we provide detailed discussions on the
theoretical approaches for estimating the ONQ D tensor.
We show that the D tensor we obtain should have the
correct order of magnitude.

1. DFT calculations of the D tensor

The DFT calculations are performed with the Quantum

Espresso [113,114] package. The exchange-correlation inter-
actions are treated with the generalized gradient approxi-
mation (GGA) in the form of Perdew-Burke-Ernzerhof
(PBE) [115]. Core and valence electrons are treated by the
projector augmented wave (PAW) method [116] and plane-
wave basis functions, respectively. The first Brillouin zone
is sampled by a k mesh with a grid density of at least
2π × 0.02 Å−1 along each dimension. For the calculation
of the D tensor, we apply an electric field E in the simu-
lation using the modern theory of polarization [117,118]
and obtain the field gradient (EFG) tensor V as a function of
E. The EFG tensor is calculated using GIPAW [119], which
is a component of the Quantum Espresso package. Then, the
response D tensor is

Dpq
ij ¼ ∂

2Qij

∂Ep∂Eq

����
E¼0

¼ eqn
2Ið2I − 1Þ

∂
2Vij

∂Ep∂Eq

����
E¼0

; ðB1Þ

where ∂2Vij=∂Ep∂Eq is obtained by fitting the V − E curve
obtained from DFT calculations (Figs. 2 and 6).

2. Validity of the theoretical predictions on theD tensor

In the following, we demonstrate the validity of our
theoretical prediction of the magnitude of the D tensor,
which characterizes the ONQ effect. In particular, we show
that D we obtain should have the correct order of
magnitude.

a. DFT calculations of spin-related quantities

First, we point out that the validity of DFT calculations
of spin-related quantities for qubit research, including the
quadrupole interaction, the hyperfine interaction, and the
zero-field splitting, etc., is systematically analyzed in
Refs. [120,121]. It is found that DFT calculations usually
agree well with experimental results in terms of ground
state properties (i.e., no electric field). As an example,
Ref. [122] studies the quadrupole splitting Cq ≡
ðeqnVzz=hÞ of NV center using both DFT calculations
and experimental measurements. Here, Vzz is the largest
principal value of the EFG tensor V. It is found that DFT
and experimental results are off by around 5% (Table I
therein).
Our own DFT calculation for the quadrupole splitting of

NV− is Cq ≈ 5.1 MHz, in good agreement with experi-
mental results of 4.95 MHz. Moreover, recently, we have
studied the temperature and strain dependence of spin-
related quantities in NV centers [123,124]. The theoretical
predictions agree well with experimental results as well.

b. The first-order response

Next, we study the first-order response of the quadrupole
interaction to electric field, which corresponds to the NER
and the linear quadrupole Stark effect (LQSE). We show
that the theoretical predictions from both perturbation
theory and DFT calculations give the correct order of
magnitude of the strength of NER or LQSE, as compared
with experimental results (Table IV).

(a) (b)

FIG. 6. The EFG V tensor as a function of electric field Ex for (a) zinc-blende GaAs and (b) Sb defect in silicon.
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Basically, the NER or LQSE can be described by the
response function

Cpij ≡ ∂Qij

∂Ep
; ðB2Þ

which describes how strongly the quadrupole interaction Q
changes with electric field E. For the NER, a radio
frequency electric field drives the Rabi oscillation between
different nuclear spin states [16,18,86], and the Rabi
frequency is approximately fRabi ≈ CoffE, where Coff is
the off-diagonal term of the C tensor in the basis of nuclear
spin eigenstates. For the LQSE, an electric field leads to the
shift in the nuclear spin transition frequency, δω ≈ CdiagE,
where Cdiag is the diagonal term of the C tensors [125,126].
Using these relationships, the magnitude of the C tensor can
be obtained from experimental data.
Experimental results.—There are several experimental

works on the NER or the LQSE responses. We estimate the
strength of the responses from data therein, which are listed
in the third column in Table IV.
Perturbation theory estimation.—The C tensor can be

obtained from first-order perturbation theory. In the single-
particle approximation, one has [18,31]

CpijðωÞ ¼
e2qn

2Ið2I − 1Þ
X
mn

fnm½Vij�nm½rp�nm
Emn − ωþ iη

: ðB3Þ

The meaning of each term is defined in the main text
around Eq. (4). Notably, here ω should be comparable with
nuclear spin energies.
In typical semiconductors, one has Emn ∼ 1 eV and

η≲ 1 meV (equivalent to an electron lifetime from pico-
second to subnanosecond; see e.g., Refs. [40–42]).
Meanwhile, ω should be on the order of megahertz to
gigahertz. Hence, the denominator in Eq. (B3) is dominantly
determined by Emn. One can see that the ðm; nÞ pair would
make themajor contribution toCwhenEmn ¼ EgwithEg the
band gap. In this regard, we consider only this pair. Besides,
we again use ½ri�mn ≈ a0 and hmjð3rirj − δijr2Þ=r5jni ≈
ð1=a30Þ with a0 the Bohr radius. Then, one has

C ≈
gSe3qn

2Ið2I − 1Þ
1

4πε0a20

1

Eg
; ðB4Þ

where gS ¼ 2 is the spin degeneracy of the electrons. We use
this equation to estimate the strength of the NER or LQSE
responses, and the results are listed in the fourth column in
Table IV.
DFT calculations.—Finally, the magnitude of the C

tensor can be evaluated from DFT calculations. To this
purpose, we fit the V-E curve from DFT calculations, and
then one has [cf. Eq. (B1)]

Cpij ¼
∂Qij

∂Ep

����
E¼0

¼ eqn
2Ið2I − 1Þ

∂Vij

∂Ep

����
E¼0

: ðB5Þ

The C tensor from DFT calculations are listed in the fifth
column in Table IV (see also Fig. 6).
One can see that for the NER or LQSE, which is the first-

order response, the theoretical predictions from both the
perturbation theory and the DFT calculations give the
correct order of magnitude of the C tensor, as compared
with experimental results.

c. The second-order response

Using several different systems as examples, we com-
pared the D tensor estimated by second-order perturbation
theory [Eg − ωp ¼ 0.2 eV is used in Eq. (4) in the main
text] and DFT calculations, and the results exhibit reason-
able agreement (Table V). Considering that both the
perturbation theory and the DFT calculation give the
correct order of magnitude of the C tensor of the NER
or LQSE (Table IV), we believe the theoretical predictions
on the D tensor of the ONQ response should at least give
the correct order of magnitude as well.
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Féron, M. Mortier, A. Levenson, K. Bencheikh, A.
Yacomotti, and Y. Dumeige, Millisecond Photon Lifetime
in a Slow-Light Microcavity, Phys. Rev. Lett. 116, 133902
(2016).

[58] I. Esmaeil Zadeh, J. W. N. N. Los, R. B. M. M. Gourgues,
V. Steinmetz, G. Bulgarini, S. M. Dobrovolskiy, V. Zwiller,
and S. N. Dorenbos, Single-Photon Detectors Combining
High Efficiency, High Detection Rates, and Ultra-High
Timing Resolution, APL Photonics 2, 111301 (2017).

[59] V. B. Verma, B. Korzh, A. B. Walter, A. E. Lita, R. M.
Briggs, M. Colangelo, Y. Zhai, E. E. Wollman, A. D.
Beyer, J. P. Allmaras, H. Vora, D. Zhu, E. Schmidt,
A. G. Kozorezov, K. K. Berggren, R. P. Mirin, S. W.
Nam, and M. D. Shaw, Single-Photon Detection in the
Mid-Infrared up to 10 μm Wavelength Using Tungsten
Silicide Superconducting Nanowire Detectors, APL Pho-
tonics 6, 056101 (2021).

[60] P. Arrangoiz-Arriola, E. A. Wollack, Z. Wang, M. Pechal,
W. Jiang, T. P. McKenna, J. D. Witmer, R. Van Laer, and
A. H. Safavi-Naeini, Resolving the Energy Levels of a
Nanomechanical Oscillator, Nature (London) 571, 537
(2019).

HAOWEI XU et al. PHYS. REV. X 13, 011017 (2023)

011017-18

https://doi.org/10.1038/s41524-021-00499-4
https://doi.org/10.1038/s41524-021-00499-4
https://doi.org/10.1103/PhysRev.136.B864
https://doi.org/10.1103/PhysRev.140.A1133
https://doi.org/10.1103/PhysRev.140.A1133
https://doi.org/10.1038/nmeth818
https://doi.org/10.1073/pnas.1419326112
https://doi.org/10.1073/pnas.1419326112
https://doi.org/10.1103/PhysRevB.57.14690
https://doi.org/10.1103/PhysRevB.57.14690
https://doi.org/10.1103/PhysRevC.103.064301
https://doi.org/10.1103/PhysRevC.103.064301
https://doi.org/10.1002/aelm.201600501
https://doi.org/10.1002/aelm.201600501
https://doi.org/10.1063/1.105729
https://doi.org/10.1063/1.105729
https://doi.org/10.1063/1.122743
https://doi.org/10.1103/PhysRevB.102.245202
https://doi.org/10.1103/PhysRevB.102.245202
https://doi.org/10.1126/science.1220513
https://doi.org/10.1126/science.1189075
https://doi.org/10.1126/science.1189075
https://doi.org/10.1021/a1980021p
https://doi.org/10.1038/s41699-020-0140-4
https://doi.org/10.1038/s41699-020-0140-4
https://doi.org/10.1038/s41567-018-0090-3
https://doi.org/10.1038/s41567-018-0090-3
https://doi.org/10.1103/PhysRevLett.90.206803
https://doi.org/10.1103/PhysRevLett.90.206803
https://doi.org/10.1126/science.aaw2906
https://doi.org/10.1126/science.aaw2906
https://doi.org/10.1038/s41567-020-01161-4
https://doi.org/10.1038/s41567-020-01161-4
https://doi.org/10.1038/s41567-021-01344-7
https://doi.org/10.1103/PhysRevX.10.031002
https://doi.org/10.1103/PhysRevX.10.031002
https://doi.org/10.1103/PhysRevX.10.031003
https://doi.org/10.1103/PhysRevX.10.031003
https://doi.org/10.1103/PhysRevLett.130.063602
https://doi.org/10.1103/PhysRevB.90.100404
https://doi.org/10.1103/PhysRevB.90.100404
https://doi.org/10.1364/OE.18.023763
https://doi.org/10.1364/OE.18.023763
https://doi.org/10.1103/PhysRevLett.116.133902
https://doi.org/10.1103/PhysRevLett.116.133902
https://doi.org/10.1063/1.5000001
https://doi.org/10.1063/5.0048049
https://doi.org/10.1063/5.0048049
https://doi.org/10.1038/s41586-019-1386-x
https://doi.org/10.1038/s41586-019-1386-x


[61] A. Meldrum, P. Bianucci, and F. Marsiglio,Modification of
Ensemble Emission Rates and Luminescence Spectra for
Inhomogeneously Broadened Distributions of Quantum
Dots Coupled to Optical Microcavities, Opt. Express 18,
10230 (2010).

[62] S. Probst, H. Rotzinger, S. Wünsch, P. Jung, M. Jerger,
M. Siegel, A. V. Ustinov, and P. A. Bushev, Anisotropic
Rare-Earth Spin Ensemble Strongly Coupled to a Super-
conducting Resonator, Phys. Rev. Lett. 110, 157001
(2013).

[63] Y. Reshitnyk, M. Jerger, and A. Fedorov, 3D Microwave
Cavity with Magnetic Flux Control and Enhanced Quality
Factor, Eur. Phys. J. Quantum Technol. 3, 13 (2016).

[64] L. A. Williamson, Y.-H. Chen, and J. J. Longdell,
Magneto-Optic Modulator with Unit Quantum Efficiency,
Phys. Rev. Lett. 113, 203601 (2014).

[65] J. P. Covey, A. Sipahigil, and M. Saffman, Microwave-to-
Optical Conversion via Four-Wave Mixing in a Cold
Ytterbium Ensemble, Phys. Rev. A 100, 012307 (2019).

[66] J. R. Everts, G. G. G. King, N. J. Lambert, S. Kocsis, S.
Rogge, and J. J. Longdell,Ultrastrong Coupling between a
Microwave Resonator and Antiferromagnetic Resonances
of Rare-Earth Ion Spins, Phys. Rev. B 101, 214414 (2020).

[67] J. R. Johansson, P. D. Nation, and F. Nori, QuTiP: An
Open-Source Python Framework for the Dynamics of
Open Quantum Systems, Comput. Phys. Commun. 183,
1760 (2012).

[68] J. R. Johansson, P. D. Nation, and F. Nori, QuTiP 2: A
Python Framework for the Dynamics of Open Quantum
Systems, Comput. Phys. Commun. 184, 1234 (2013).

[69] C. Li and P. Cappellaro, Telecom Photon Interface of
Solid-State Quantum Nodes, J. Phys. Commun. 3, 095016
(2019).

[70] C. O’Brien, N. Lauk, S. Blum, G. Morigi, and M.
Fleischhauer, Interfacing Superconducting Qubits and
Telecom Photons via a Rare-Earth-Doped Crystal, Phys.
Rev. Lett. 113, 063603 (2014).

[71] N. Lauk, N. Sinclair, S. Barzanjeh, J. P. Covey, M.
Saffman, M. Spiropulu, and C. Simon, Perspectives on
Quantum Transduction, Quantum Sci. Technol. 5, 020501
(2020).

[72] J. Zhang, K. Peng, and S. L. Braunstein, Quantum-State
Transfer from Light to Macroscopic Oscillators, Phys.
Rev. A 68, 013808 (2003).

[73] J. Bochmann, A. Vainsencher, D. D. Awschalom, and
A. N. Cleland, Nanomechanical Coupling between Micro-
wave and Optical Photons, Nat. Phys. 9, 712 (2013).

[74] R. W. Andrews, R. W. Peterson, T. P. Purdy, K. Cicak,
R. W. Simmonds, C. A. Regal, and K.W. Lehnert, Bidi-
rectional and Efficient Conversion between Microwave
and Optical Light, Nat. Phys. 10, 321 (2014).

[75] T. Bagci, A. Simonsen, S. Schmid, L. G. Villanueva, E.
Zeuthen, J. Appel, J. M. Taylor, A. Sørensen, K. Usami, A.
Schliesser, and E. S. Polzik, Optical Detection of Radio
Waves through a Nanomechanical Transducer, Nature
(London) 507, 81 (2014).

[76] J. Verdú, H. Zoubi, C. Koller, J. Majer, H. Ritsch, and J.
Schmiedmayer, Strong Magnetic Coupling of an Ultracold

Gas to a Superconducting Waveguide Cavity, Phys. Rev.
Lett. 103, 043603 (2009).

[77] A. Imamoğlu, Cavity QED Based on Collective Magnetic
Dipole Coupling: Spin Ensembles as Hybrid Two-Level
Systems, Phys. Rev. Lett. 102, 083602 (2009).

[78] M. Hafezi, Z. Kim, S. L. Rolston, L. A. Orozco, B. L. Lev,
and J. M. Taylor, Atomic Interface between Microwave and
Optical Photons, Phys. Rev. A 85, 020302(R) (2012).

[79] J. Han, T. Vogt, C. Gross, D. Jaksch, M. Kiffner, andW. Li,
Coherent Microwave-to-Optical Conversion via Six-Wave
Mixing in Rydberg Atoms, Phys. Rev. Lett. 120, 093201
(2018).

[80] T. Vogt, C. Gross, J. Han, S. B. Pal, M. Lam, M. Kiffner,
and W. Li, Efficient Microwave-to-Optical Conversion
Using Rydberg Atoms, Phys. Rev. A 99, 023832 (2019).

[81] J. G. Bartholomew, J. Rochman, T. Xie, J. M. Kindem, A.
Ruskuc, I. Craiciu, M. Lei, and A. Faraon, On-Chip
Coherent Microwave-to-Optical Transduction Mediated
by Ytterbium in YVO4, Nat. Commun. 11, 3266 (2020).

[82] R. Hisatomi, A. Osada, Y. Tabuchi, T. Ishikawa, A.
Noguchi, R. Yamazaki, K. Usami, and Y. Nakamura,
Bidirectional Conversion between Microwave and Light
via Ferromagnetic Magnons, Phys. Rev. B 93, 174427
(2016).

[83] J. R. Everts, M. C. Berrington, R. L. Ahlefeldt, and J. J.
Longdell, Microwave to Optical Photon Conversion via
Fully Concentrated Rare-Earth-Ion Crystals, Phys. Rev. A
99, 063830 (2019).

[84] P. A. Rinck, Magnetic Resonance in Medicine: A Critical
Introduction (BoD–Books on Demand, 2019).

[85] S. C. Bushong and G. Clarke, Magnetic Resonance Im-
aging: Physical and Biological Principles (Elsevier Health
Sciences, 2003), p. 513.

[86] M. Ono, J. Ishihara, G. Sato, Y. Ohno, and H. Ohno,
Coherent Manipulation of Nuclear Spins in Semiconduc-
tors with an Electric Field, Appl. Phys. Express 6, 033002
(2013).

[87] R. W. P. P. Drever, J. L. Hall, F. V. Kowalski, J. J. Hough,
G. M. Ford, A. J. Munley, and H. Ward, Laser Phase and
Frequency Stabilization Using an Optical Resonator,
Appl. Phys. B 31, 97 (1983).

[88] J. L. Hall, Stabilizing Lasers for Applications in Quantum
Optics, in Quantum Optics IV (Springer, New York, 1986),
pp. 273–284.

[89] C. Salomon, D. Hils, and J. L. Hall, Laser Stabilization
at the Millihertz Level, J. Opt. Soc. Am. B 5, 1576
(1988).

[90] T. Day, E. K. Gustafson, and R. L. Byer, Sub-Hertz
Relative Frequency Stabilization of Two-Diode Laser-
Pumped Nd: YAG Lasers Locked to a Fabry-Perot
Interferometer, IEEE J. Quantum Electron. 28, 1106
(1992).

[91] B. C. Young, F. C. Cruz, W. M. Itano, and J. C. Bergquist,
Visible Lasers with Subhertz Linewidths, Phys. Rev. Lett.
82, 3799 (1999).

[92] J. Burris and T. J. McIlrath, Theoretical Study Relating the
Two-Photon Absorption Cross Section to the Susceptibility
Controlling Four-Wave Mixing, J. Opt. Soc. Am. B 2,
1313 (1985).

TWO-PHOTON INTERFACE OF NUCLEAR SPINS BASED ON … PHYS. REV. X 13, 011017 (2023)

011017-19

https://doi.org/10.1364/OE.18.010230
https://doi.org/10.1364/OE.18.010230
https://doi.org/10.1103/PhysRevLett.110.157001
https://doi.org/10.1103/PhysRevLett.110.157001
https://doi.org/10.1140/epjqt/s40507-016-0050-8
https://doi.org/10.1103/PhysRevLett.113.203601
https://doi.org/10.1103/PhysRevA.100.012307
https://doi.org/10.1103/PhysRevB.101.214414
https://doi.org/10.1016/j.cpc.2012.02.021
https://doi.org/10.1016/j.cpc.2012.02.021
https://doi.org/10.1016/j.cpc.2012.11.019
https://doi.org/10.1088/2399-6528/ab4430
https://doi.org/10.1088/2399-6528/ab4430
https://doi.org/10.1103/PhysRevLett.113.063603
https://doi.org/10.1103/PhysRevLett.113.063603
https://doi.org/10.1088/2058-9565/ab788a
https://doi.org/10.1088/2058-9565/ab788a
https://doi.org/10.1103/PhysRevA.68.013808
https://doi.org/10.1103/PhysRevA.68.013808
https://doi.org/10.1038/nphys2748
https://doi.org/10.1038/nphys2911
https://doi.org/10.1038/nature13029
https://doi.org/10.1038/nature13029
https://doi.org/10.1103/PhysRevLett.103.043603
https://doi.org/10.1103/PhysRevLett.103.043603
https://doi.org/10.1103/PhysRevLett.102.083602
https://doi.org/10.1103/PhysRevA.85.020302
https://doi.org/10.1103/PhysRevLett.120.093201
https://doi.org/10.1103/PhysRevLett.120.093201
https://doi.org/10.1103/PhysRevA.99.023832
https://doi.org/10.1038/s41467-020-16996-x
https://doi.org/10.1103/PhysRevB.93.174427
https://doi.org/10.1103/PhysRevB.93.174427
https://doi.org/10.1103/PhysRevA.99.063830
https://doi.org/10.1103/PhysRevA.99.063830
https://doi.org/10.7567/APEX.6.033002
https://doi.org/10.7567/APEX.6.033002
https://doi.org/10.1007/BF00702605
https://doi.org/10.1364/JOSAB.5.001576
https://doi.org/10.1364/JOSAB.5.001576
https://doi.org/10.1109/3.135234
https://doi.org/10.1109/3.135234
https://doi.org/10.1103/PhysRevLett.82.3799
https://doi.org/10.1103/PhysRevLett.82.3799
https://doi.org/10.1364/JOSAB.2.001313
https://doi.org/10.1364/JOSAB.2.001313


[93] M.M. Choy and R. L. Byer, Accurate Second-Order
Susceptibility Measurements of Visible and Infrared Non-
linear Crystals, Phys. Rev. B 14, 1693 (1976).

[94] Y.-R. Shen, Principles of Nonlinear Optics (1984), https://
www.wiley.com/en-us/The+Principles+of+Nonlinear
+Optics-p-9780471430803.

[95] G. P. Agrawal and R.W. Boyd, Contemporary Nonlinear
Optics (Academic Press, New York, 1992).

[96] Third-Order Nonlinear Optical Coefficients of Si, and
GaAs in the Near-Infrared Spectral Region IEEE
Conference Publication, IEEE Xplore, https://ieeexplore
.ieee.org/document/8427144.

[97] M. S. Dresselhaus, Solid State Physics Part II Optical
Properties of Solids, https://web.mit.edu/6.732/www/6
.732-pt2.pdf.

[98] L. V Keldysh, Ionization in the Field of a Strong Electro-
magnetic Wave, J. Exp. Theor. Phys. 20, 1945 (1965).

[99] C. B. Schaffer, A. Brodeur, and E. Mazur, Laser-Induced
Breakdown and Damage in Bulk Transparent Materials
Induced by Tightly Focused Femtosecond Laser Pulses,
Meas. Sci. Technol. 12, 1784 (2001).

[100] I. S. Grudinin, A. B. Matsko, A. A. Savchenkov, D.
Strekalov, V. S. Ilchenko, and L. Maleki, Ultra High Q
Crystalline Microcavities, Opt. Commun. 265, 33 (2006).

[101] H. Choi, M. Heuck, and D. Englund, Self-Similar Nano-
cavity Design with Ultrasmall Mode Volume for Single-
Photon Nonlinearities, Phys. Rev. Lett. 118, 223605
(2017).

[102] D. I. Schuster, A. A. Houck, J. A. Schreier, A. Wallraff,
J. M. Gambetta, A. Blais, L. Frunzio, J. Majer, B. Johnson,
M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf, Resolv-
ing Photon Number States in a Superconducting Circuit,
Nature (London) 445, 515 (2007).

[103] J. J. Viennot, X. Ma, and K.W. Lehnert, Phonon-Number-
Sensitive Electromechanics, Phys. Rev. Lett. 121, 183601
(2018).

[104] L. R. Sletten, B. A. Moores, J. J. Viennot, and K.W.
Lehnert, Resolving Phonon Fock States in a Multimode
Cavity with a Double-Slit Qubit, Phys. Rev. X 9, 021056
(2019).

[105] I. Schuster, A. Kubanek, A. Fuhrmanek, T. Puppe,
P. W. H. Pinkse, K. Murr, and G. Rempe, Nonlinear
Spectroscopy of Photons Bound to One Atom, Nat. Phys.
4, 382 (2008).

[106] A. Kubanek, A. Ourjoumtsev, I. Schuster, M. Koch,
P. W. H. Pinkse, K. Murr, and G. Rempe, Two-Photon
Gateway in One-Atom Cavity Quantum Electrodynamics,
Phys. Rev. Lett. 101, 203602 (2008).

[107] L. Z. Tan, F. Zheng, S. M. Young, F. Wang, S. Liu, and
A.M. Rappe, Shift Current Bulk Photovoltaic Effect in
Polar Materials-Hybrid and Oxide Perovskites and
Beyond, npj Comput. Mater. 2, 16026 (2016).

[108] S. Y. Yang, J. Seidel, S. J. Byrnes, P. Shafer, C.-H. H. Yang,
M. D. Rossell, P. Yu, Y.-H. H. Chu, J. F. Scott, J. W. Ager,
L. W. Martin, and R. Ramesh, Above-Bandgap Voltages
from Ferroelectric Photovoltaic Devices, Nat. Nanotech-
nol. 5, 143 (2010).

[109] D. Meiser, J. Ye, D. R. Carlson, and M. J. Holland,
Prospects for a Millihertz-Linewidth Laser, Phys. Rev.
Lett. 102, 163601 (2009).

[110] J. E. Sipe and E. Ghahramani, Nonlinear Optical Response
of Semiconductors in the Independent-Particle Approxi-
mation, Phys. Rev. B 48, 11705 (1993).

[111] H. Xu, H. Wang, and J. Li, Abnormal Nonlinear Optical
Responses on the Surface of Topological Materials, npj
Comput. Mater. 8, 1 (2022).

[112] R. C. Eckardt, Nonlinear Optics, Basics χ (2)–Harmonic
Generation, in Encyclopedia of Modern Optics (2005).

[113] P. Giannozzi et al., QUANTUM ESPRESSO: A Modular
and Open-Source Software Project for Quantum Simula-
tions of Materials, J. Phys. Condens. Matter 21, 395502
(2009).

[114] P. Giannozzi et al., Advanced Capabilities for Materials
Modelling with Quantum ESPRESSO, J. Phys. Condens.
Matter 29, 465901 (2017).

[115] J. P. Perdew, K. Burke, and M. Ernzerhof, Generalized
Gradient Approximation Made Simple, Phys. Rev. Lett.
77, 3865 (1996).

[116] P. E. Blöchl, Projector Augmented-Wave Method, Phys.
Rev. B 50, 17953 (1994).

[117] R. D. King-Smith and D. Vanderbilt, Theory of Pola-
rization of Crystalline Solids, Phys. Rev. B 47, 1651
(1993).

[118] R. Resta and D. Vanderbilt, Theory of Polarization: A
Modern Approach, Top. Appl. Phys. 105, 31 (2007).

[119] T. Charpentier, The PAW/GIPAW Approach for Comput-
ing NMR Parameters: A New Dimension Added to NMR
Study of Solids, Solid State Nucl. Magn. Reson. 40, 1
(2011).

[120] V. Ivády, I. A. Abrikosov, and A. Gali, First Principles
Calculation of Spin-Related Quantities for Point Defect
Qubit Research, npj Comput. Mater. 4, 76 (2018).

[121] Á. Gali, Ab Initio Theory of the Nitrogen-Vacancy Center
in Diamond, Nanophotonics 8, 1907 (2019).

[122] M. Pfender, N. Aslam, P. Simon, D. Antonov, G. Thiering,
S. Burk, F. de Oliveira, A. Denisenko, H. Fedder, and J.
Meijer, Protecting a Diamond Quantum Memory by
Charge State Control, Nano Lett. 17, 5931 (2017).

[123] G. Wang, A. R. Barr, H. Tang, M. Chen, C. Li, H. Xu, J. Li,
and P. Cappellaro, Characterizing Temperature and Strain
Variations with Qubit Ensembles for Their Robust Coher-
ence Protection, arXiv:2205.02790.

[124] H. Tang, A. R. Barr, G. Wang, P. Cappellaro, and
J. Li, First-Principles Calculation of the Temperature-
Dependent Transition Energies in Spin Defects, arXiv:
2205.02791.

[125] D. Gill and N. Bloembergen, Linear Stark Splitting
of Nuclear Spin Levels in GaAs, Phys. Rev. 129, 2398
(1963).

[126] R. W. Dixon and N. Bloembergen, Electrically Induced
Perturbations of Halogen Nuclear Quadrupole Inter-
actions in Polycrystalline Compounds. I. Phenomenologi-
cal Theory and Experimental Results, J. Chem. Phys. 41,
1720 (1964).

HAOWEI XU et al. PHYS. REV. X 13, 011017 (2023)

011017-20

https://doi.org/10.1103/PhysRevB.14.1693
https://www.wiley.com/en-us/The%2BPrinciples%2Bof%2BNonlinear%2BOptics-p-9780471430803
https://www.wiley.com/en-us/The%2BPrinciples%2Bof%2BNonlinear%2BOptics-p-9780471430803
https://www.wiley.com/en-us/The%2BPrinciples%2Bof%2BNonlinear%2BOptics-p-9780471430803
https://www.wiley.com/en-us/The%2BPrinciples%2Bof%2BNonlinear%2BOptics-p-9780471430803
https://www.wiley.com/en-us/The%2BPrinciples%2Bof%2BNonlinear%2BOptics-p-9780471430803
https://ieeexplore.ieee.org/document/8427144
https://ieeexplore.ieee.org/document/8427144
https://ieeexplore.ieee.org/document/8427144
https://web.mit.edu/6.732/www/6.732-pt2.pdf
https://web.mit.edu/6.732/www/6.732-pt2.pdf
https://web.mit.edu/6.732/www/6.732-pt2.pdf
https://web.mit.edu/6.732/www/6.732-pt2.pdf
https://web.mit.edu/6.732/www/6.732-pt2.pdf
https://web.mit.edu/6.732/www/6.732-pt2.pdf
https://doi.org/10.1088/0957-0233/12/11/305
https://doi.org/10.1016/j.optcom.2006.03.028
https://doi.org/10.1103/PhysRevLett.118.223605
https://doi.org/10.1103/PhysRevLett.118.223605
https://doi.org/10.1038/nature05461
https://doi.org/10.1103/PhysRevLett.121.183601
https://doi.org/10.1103/PhysRevLett.121.183601
https://doi.org/10.1103/PhysRevX.9.021056
https://doi.org/10.1103/PhysRevX.9.021056
https://doi.org/10.1038/nphys940
https://doi.org/10.1038/nphys940
https://doi.org/10.1103/PhysRevLett.101.203602
https://doi.org/10.1038/npjcompumats.2016.26
https://doi.org/10.1038/nnano.2009.451
https://doi.org/10.1038/nnano.2009.451
https://doi.org/10.1103/PhysRevLett.102.163601
https://doi.org/10.1103/PhysRevLett.102.163601
https://doi.org/10.1103/PhysRevB.48.11705
https://doi.org/10.1038/s41524-021-00695-2
https://doi.org/10.1038/s41524-021-00695-2
https://doi.org/10.1088/0953-8984/21/39/395502
https://doi.org/10.1088/0953-8984/21/39/395502
https://doi.org/10.1088/1361-648X/aa8f79
https://doi.org/10.1088/1361-648X/aa8f79
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevB.50.17953
https://doi.org/10.1103/PhysRevB.50.17953
https://doi.org/10.1103/PhysRevB.47.1651
https://doi.org/10.1103/PhysRevB.47.1651
https://doi.org/10.1007/978-3-540-34591-6_2
https://doi.org/10.1016/j.ssnmr.2011.04.006
https://doi.org/10.1016/j.ssnmr.2011.04.006
https://doi.org/10.1038/s41524-018-0132-5
https://doi.org/10.1515/nanoph-2019-0154
https://doi.org/10.1021/acs.nanolett.7b01796
https://arXiv.org/abs/2205.02790
https://arXiv.org/abs/2205.02791
https://arXiv.org/abs/2205.02791
https://doi.org/10.1103/PhysRev.129.2398
https://doi.org/10.1103/PhysRev.129.2398
https://doi.org/10.1063/1.1726152
https://doi.org/10.1063/1.1726152

