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ARTICLE INFO ABSTRACT

Keywords: Real-world datasets are rarely populated by evenly distributed entries; unevenness may be caused by sensor
Bio-inspired framework malfunctions or randomized sampling due to the process nature. Modeling the constitutive relationship (CR)
Constitutive behavior of materials in scenarios where the temporal data available are uneven is a serious challenge for black box

Uneven and noise data
Tensile testing predictions
Robustness against data unevenness

approaches such as artificial neural networks. This work presents a general framework capable of modeling
uneven sampled data, which is composed of an Encoder-Decoder (ED) structure. In our framework, the Encoder
can process an uneven input sequence, thanks to an approximation of the Ordinary Differential Equations
(ODE), and project it into a lower dimensional latent space; the Decoder, on the other hand, can map the
compressed information into the output of interest, the material stress response in this work. In the proposed
temporal mesh independent framework, the Encoder is a multi-layer structure, with each layer consisting of
a Long-Short Term Memory (LSTM) layer, a Closed form Continuous Time (CfC) layer, and a Self Multi-Head
Attention Layer (MHAL) layer connected in series. The Decoder can be one Fully Connected Network (FCN)
or two FCNs in parallel; in the latter case, the Decoder is capable of giving the mean and the variance of the
output. The presented mesh-independent framework demonstrates good accuracy despite both the unevenness
and the noise of the training data, specially when its results are compared to the standard ones; thus extending
the applicability of neural-network-based black box models in real world applications.

1. Introduction research have successfully deployed Deep NNs to model a variety
of different material properties and behaviors. Li et al. (2023b) pre-

Material properties and responses under certain conditions have dicted the mechanical properties of carbon fibers (CF) by using a
long been modeled using the so-called “white box models”, a category NN composed by two heads, a Convolutional NN (CNN) and a Multi
of mathematical models with well-motivated analytical relations. How- Layer Perceptron (MLP), which were given as input the visual and the
ever, such an approach requires a good understanding of the physical contextual text information respectively. In their work, they achieved
process or property being studied. For processes/properties that are promising accuracy on different CF’s mechanical properties with an

difficult to understand or too complex to model with simple math-
ematical formulations, the so-called “black box model” approach is
often adopted, which can be viewed as an evolution of the empirical or
phenomenological approach. In this case, the relations being modeled
can be nonlinear and in a high-dimensional space, e.g., thousands of
variables may be transformed in ways that we humans are unable to
perceive straightforwardly, thus the name ‘“black box”. Noteworthy
examples of this kind of approach include various Machine Learning
methods and Artificial Neural Networks.

Advances in computational hardware and neural network (NN)
architectures have spurred extensive interest in NN modeling of mate-
rials properties under complex conditions. In the last decade, several

R2-value of 0.99, highlighting the architecture’s capability of predict-
ing material properties via multi-source heterogeneous data. Gholami
et al. (2023) achieved great accuracy deploying residual networks such
as ResNet (He et al.,, 2015) or AlexNet (Krizhevsky et al., 2012) to
predict the mechanical properties of a bio-glass (BG) collagen (COG)
composite. In their work, both NNs’ hyperparameters were tuned to
ensure great regression performances with R2-values around 0.99. Ning
et al. (2023) successfully used a Harris Hawks Optimization (HHO)
algorithm (Hussien et al., 2019) coupled with a Long Short Term
Memory (LSTM) network (Hochreiter and Schmidhuber, 1997) to ac-
curately predict the Remaining Useful Life (RUL) of super-capacitors
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Fig. 1. (a) A schematic of the information flow in a generic RNN Cell. At each time ¢, the input x, and the A,_, hidden state are used to compute the output and the next hidden
state i,; (b) When input points are equally distant from each other the information flows correctly from 7—1 to ¢ and the network is able to learn data patterns; (c) When input
points are unevenly distributed, the information flow does not account for the different At, thus causing poor performances; (d) When the hidden states are a function of At, the

information flows and it accounts the differences in At.

under different temperature settings. Marco et al. (2021) used a net-
work composed of a CNN and an MLP to assess, from a 2D image,
the interface interlocking type and its mechanical properties such as
stiffness, ultimate tensile strength and toughness. Zheng et al. (2018)
used a CNN network to learn, from the information contained in the
periodic table, both the lattice parameter and enthalpy of formation
of a compound simultaneously. In another similar work, Dai et al.
(2023) developed a highly accurate Graph NN to efficiently correlate
the crystalline structure of poly-crystalline materials with their Li-ion
3-dimensional conductivity, outperforming a linear regression model
and two baseline convolutional NN models. Hestroffer et al. (2023)
used state-of-the-art graph NN(GNN)-3D-CNN to map polycrystalline
features such as crystallographic orientation, size, and grain neighbor
connectivity information to their relative mechanical properties. In
their work the AI was capable of predicting the mechanical properties
associated with the polycrystalline structures with a mean absolute
error (MAE) lower than 1%.

As stress—strain responses are usually dependent on load histories,
neural network (NN) architectures capable of modeling temporal se-
quences have been widely explored. Marco et al. (2022) used Graph
NNs to predict strain, stress and deformation in various material sys-
tems, like fiber and stratified composites, and lattice meta-materials.
In the same sub-field, but working with more complex displacement
fields, Gorji Maysam et al. (2020) developed a Recurrent NN (RNN)-
based framework to model the large deformation response of elasto-
plastic solids subject to arbitrary multi-axial loading paths, where the
scalar time is used to parameterize both stress and strain. Recently Li
et al. (2023a) extended the RNN-based architecture into a general
encoder—decoder framework, where the encoder can be any sequence
modeling NNs such as Gated Recurrent Unit (GRU (Cho et al., 2014)),
LSTM, Temporal Convolutional Network (TCN), and Transformer, etc.
to project the high dimensional loading sequence data onto a compact
latent space, and the Decoder subsequently maps the encoded infor-
mation to stress responses. Such a flexible framework demonstrated
promising results for materials under complex loading conditions.

Although such NN frameworks can learn the dynamics of the under-
lying processes, like an animal can learn how to grab onto tree branches

and swing from treetop to treetop, they do not integrate explicit knowl-
edge of all the underlying physics, and thus posing several limitations.
For example, these frameworks have not been demonstrated for mod-
eling loading data with uneven/arbitrary sampling intervals, which
however is important in practical applications.

The predictive capabilities of a RNN-based model depend on how
the input sequence is processed and how the states are passed from
t; to 1,,;. A visual representation of this is shown in Fig. 1a. Besides
how the cell states are computed, they are simply passed to the next
unit to compute the 7, ; prediction and cell states. This modus operandi
assumes some level of symmetry (Fig. 1b) in the input data, for example
if the inputs are time-dependent, so it can be expressed as a function
X(#), the network implicitly assumes that between the couple X(t;),
X(t;41) and X(z;, (), X(#,,,), the time differences r,,; —t; and t,,, — 1,
are (nearly) constant At for all the input couples in the dataset. This
assumption is true in a great number of the data structures available,
for example performing a Strain-Stress test on a given material, the
sample rate of both displacement and force is often maintained constant
throughout the test. With such pattern, architectures like GRU or LSTM
are able to learn the data structure and can give accurate predictions.
Such “black box” models are explored in more detail in the work
done by Li et al. (2023a). Problems start to arise when this temporal
mesh symmetry is absent (Fig. 1c), because, in their inner structure,
GRU (Cho et al., 2014) and LSTM (Hochreiter and Schmidhuber, 1997)
are unable to model input unevenness. This leads to concerns about
the NN capability to make accurate predictions under more complex
time-sampling conditions.

Unevenness and noise in temporal data sampling are generally
present due to factors such as sensor malfunctions, electrical blackouts,
sensor resolutions or a nonlinear sampling rate like in a creep test
scenario. Such irregularly sampled or uneven temporal datasets still
hold very useful information, but they are hardly learnable by standard
black box models (Fig. 2a), thus limiting their applications in many
fields. In this context, having a general framework more robust against
time unevenness, or generally data unevenness, is crucial to maximizing
data utilization and information extraction, especially if data collection
is expensive. Being capable of modeling uneven data, both in time
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Fig. 2. Differences between standard black box approach (a) and proposed black box approach (b). In this work data entries are severely unevenly distributed both in space and
time. In a standard application, the observation will still conserve some degree of time symmetry.

and space (Fig. 2b) (or other dimensions) would promote the black
model approach as robust as the white box models used in ODE solvers
with adaptive (thus uneven) time-stepping or as finite element method
(FEM) solvers for partial differential equations (PDE) that use adaptive
spatial and temporal meshes, with the advantage of predicting the
system behavior without necessarily knowing its true dynamics in
closed form.

Several approaches have been explored to tackle this issue. Baytas
et al. (2017) tried to treat At as a feature in the input sequence, but
their results showed little improvement with an accuracy comparable
to the standard RNNs structures. As time is used as an additional input
dimension to a standard RNN, this architecture lacks an inner structure
capable of approximating the time dependencies. Che et al. (2018),
instead, tried to model the cell state as a function of 4t, c(4t), using
an exponential decay function, however, this approach showed no
improvement when the At between observations was very large due to
excessive decay. While an exponentially time decaying effect could be
beneficial in decorrelating two temporally-distant hidden states when
the At are relatively small, it causes a complete destruction of the
information flow when At are larger; thus this methodology is not
adequate to model true data unevenness. A big leap into addressing the
time-invariance problem was proposed by Chen et al. (2018) with the
introduction of Neural Ordinary Differential Equations (NODE). Their
work clearly showed how the cell state is a function of time and varies
accordingly to the At among observations (Fig. 1d) and this is reflected
in improved accuracy with respect to any normal RNN networks. The
major limitation of this newly proposed architecture was the excessive
computation time and the added memory required to run. This was due
to the nonlinear relation between input and output, the exponential
functions involved, and the computation of an ODE. Furthermore, the
presence of more variables to optimize during the optimization process
limited the application of this architecture to small datasets or simple
networks in general. An improvement to such structures was made
by Hasani et al. (2022), with the development of the CfC structure,
an acronym that stands for Closed Form Continuous Time. CfC is a
particular approximation of the Liquid Time Constant Networks done
by Hasani et al. (2020) that can more effectively correlate observa-
tions taken with different At. The network proposed is a variant of a
standard RNN with both an inner gating mechanism and a linear time
handling. Even though this architecture is less rigorous than NODE, it is

faster and requires fewer parameters, thus retaining good time-handling
capabilities.

Lechner et al. also developed a particular synapse wiring called
NCP (Lechner et al., 2020) for the CfC Network based on the Caenorhab-
ditis Elegans nervous system (Fig. 3). NCP showed two advantages
compared to the usual fully connected NN. First, the wiring in NCP
assumes that not every connection is needed to compute the output
(in contrary to a standard Fully Connected Network). A MLP is built
by connecting every neuron on the previous and next layer, however,
not every connection is needed to successfully approximate the hyper-
surface associated with the task, so during the optimization process,
many coefficients are zeroed. When the network has a simple structure,
zeroing coefficients is not a difficult task for the optimization algorithm;
however, when the network grows in complexity, the added dimension-
ality creates a more complex hyper-surface and increases the risk for
the optimization process to get permanently stuck in a local minimum,
thus increasing the error in the prediction. In NCP networks, during
the initialization, some coefficients are permanently zeroed, thus they
do not participate in the gradient descent algorithm. The NCP network
can retain a higher latent space without compromising the optimization
process by having fewer parameters to optimize, thus allowing the
modeling of more complex trajectories. The second advantage of NCP
is obtained by using this sparse connection policy on three different
layers, mimicking the real neural connections of a living organism such
as Caenorhabditis Elegans.

Although such structure can efficiently correlate hidden states with
different At, they can suffer from a phenomenum called “data mem-
orization”. NNs are usually composed of millions, if not billions, of
optimizable parameters, but they are used to fit a relatively smaller
number of observations from training dataset; which can lead to a
memorization of the training data distribution. This effect differs from
the standard overfit or memorization that is indicated by the divergence
between training and testing errors. The above-mentioned distribu-
tion memorization causes the performances to drop significantly when
slightly different data distribution, or noise, is used during inference of
a trained model. This effect can be also interpreted as a form of network
poisoning, and it is more evident in NNs such as Image Classifiers.
During the last years different independent researchers pointed out
how brittle Image Classifiers are against simple attacks, such as One
Pixel Attach (Su et al., 2019; Alatalo et al., 2022), Patch Attack (Sen
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Fig. 3. (a) Schematic representation of the type of neurons involved in the NCP. Sensory neurons are the source of information in a R" space, where n is the number of features
that are carried. Inter-Neurons, Command Neurons and Motor Neurons are the proper neurons of the structure, characterized by their own synaptic connections, weight and biases;
(b) Connections in this structure are sparse, so not every neuron is connected to each other; (c) The Command Neurons layer has both sparseness in the synaptic connection
between neurons of other layers and sparseness in the recurrent connection between neurons of the same layer.

and Dasgupta, 2023) and Noise Attack (Duan et al., 2021; Sen and
Dasgupta, 2023). In those works, small changes, imperceptible to us
humans, have completely altered the prediction of otherwise very
accurate Image Classifiers.

Such brittleness extends to other types of neural architecture and it
could have very undesirable effects in Material Science. Small changes
in the data could potentially compromise the accuracy of an otherwise
well-tuned NN; thus possibly leading to catastrophic predictions if the
NNs are used in real-world scenarios. The above-mentioned changes
can easily permeate inside the data-gathering workflow, and they have
two different sources:

* Different sampling procedure:

— A sensor dissimilar from the others previously used to popu-
late the dataset could be introduced into the data-gathering
flow. The new observations, even if they seem coherent and
identical to the others, could introduce noise or skewness
into the dataset;

— The sampling procedure could be changed, thus the ob-
servations could be not equidistant between each other. It
could be, for example, a decision to change the frequency
of measurement;

— A researcher or an operator could decide to apply the model
on a different data distribution from the training one. For
example, a different sampling interval or noises may be used
during model inference.

+ Different testing environment: a NN could be deployed in the real
world after being successfully trained in a simulated environment.
The new real observations would have different distributions from
the simulated ones and the model prediction could suffer a severe
decrease in accuracy.

In Materials Science field, observations are usually not cheap both
economic-wise and time-wise; thus this brittleness poses a serious
limitation to the use of deep learning modeling.

The ultimate goal of this research is to develop a robust framework
against data sparseness and noise, capable of achieving accurate results
in environments characterized by a broken time-symmetry. Such sce-
narios usually cause the non convergence of the NNs or significantly

decrease the model accuracy in inference mode. A secondary but equally
important goal of this research is to also achieve equal accuracy in
the aforementioned inference mode when the data distribution differs
from the training and test datasets. In this work, we achieved these
goals by using an Encoder-Decoder architecture composed of several
CfC Layers wired with NCP, each coupled with a Multi Head Attention
Layer (MHAL)(Fig. 3b, c), extending the network robustness against
data unevenness. In our proposed network the CfC layers are em-
ployed to link uneven and different data distributions using the At;
between observations. The framework has proven to be capable of
giving accurate and reasonable predictions even when highly damaged
datasets with multiple missing values as training data and different
point distributions in inference mode have been used. Similar to the
architecture by Li et al. (2023a), we further modified the Decoder as
a dual parallel FCN to model both the mean and variance of the pre-
diction (learning data distribution). This approach is particularly useful
in cases such as mechanical testing data on the same material showing
variations (e.g., from different manufacturers), or when input data are
particularly noisy. Using a Variational Approach allows to introduce
a Confidence Region for the predicted output, jointly adding further
robustness to both noise and redundant data and giving interpretability
to the network.

2. Methods
2.1. Learning tasks

In this research, the practical approach followed is very similar
to the work done by Li et al. (2023a), but entails some substantial
differences. Inputs and outputs are functions of time, so in the case of
a strain-stress curve, the mechanical response to an applied strain must
be intended as:

o(t) = NN[e(), w(1)] @

Where NN is the neural network to be learned, £ is the strain
tensor that represents the field of deformations applied to the material,
o is the stress tensor, y is the tensor of auxiliary information that
includes all the other conditions applied to the material or information
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Fig. 4. (a) Encoder Structure, composed of N-layers of a series of LSTM, CfC wired with NCP and a Self Multi-Head Attention Mechanism; (b) Decoder Structure, composed of M
layers of a FCN. The LSTM cells, thanks to the cell state, will learn the long-term dependencies in the train datasets; the CfC cells will use the At to correlate uneven observations.
Jointly LSTM and CfC will learn useful and meaningful patterns from the sequence data, projecting them into a compact latent space. The retrieved information is then used by
the MLP to learn seasonal and periodic patterns as well as trend, to give accurate predictions.

about the material fabrication, such as temperature, strain rate, angle,
composition, etc. ¢ expanded in its components, can be written as:

6(1) = 01(1), 05(1), 03(1), 04(1), 05(1), 66(1) (2)
€ can also be expanded in its components, so it can be written as:
e(t) = £,(1), £5(1), £3(1), £4(1), £5(1), £6(7) 3

In this study, the strain-stress curves examined were taken under a
uniaxial load condition, so the latter relation simplifies in:

o(1) = NN[e(0), w (1)] 4

Using a RNN approach, a sequence of input data of length n must
be provided as input. This can be represented as:

55,1 %)

In this context, each s; is composed as:

S =[S Stops oo

s; = l&;, Aty p;] 6)

Where 47, is the difference between the observation time of s; and
si_;- A RNN is particularly feasible for a learning task such as the
one presented here because it can efficiently data-mine structures in
the training database and because it is generally more robust, so the
predictions are more stable and less subject to noise.

In the current work, an architecture that can be described as an
Encoder-Decoder is used. The structure is composed of two main
blocks:

+ An Encoder (Fig. 4a) block that has the role to process the
input sequences to a latent R! subspace, effectively reducing data
dimension while keeping essential information.

» A Decoder (Fig. 4b) block that processes the compressed in-
formation, learns periodic or seasonal cycles, and computes the
output.

Compressing high dimensional input data to compact representation
in the latent space, or in general, information compression is a key
element to achieving not only efficient memory usage but also good
predictive performance. This structure has also been found in the brains
of high organisms (Motiwala et al., 2022), indicating its evolutionary
advantage for the high intelligence of some species.

2.2. Framework structure: Encoder

The Encoder part in the proposed framework plays a very impor-
tant role in processing unevenly spaced data. Each Encoder layer is
composed of three different sub-blocks, each one with a very specific
function that contributes to the efficiency of the network.

2.2.1. Encoder sub-block: LSTM

The first component in a single encoder layer is an LSTM NN
(Hochreiter and Schmidhuber, 1997), a particular RNN (Rumelhart and
McClelland, 1987) equipped with several gating mechanisms that allow
remembering both recent and distant sequence information. Here the
LSTM NN is used to properly model long-time dependencies. An LSTM
NN structure has two distinct internal states:

« hidden state (h).
« cell state (c).

At time 1, both are functions (F) of the input at time ¢, x,, and their
previous states at time 7 — 1.

hy = Flx;, by ¢0] @)
¢ =Flx;, h_y, 0] (8

A schematic of its structure is shown in Fig. 5.
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Fig. 5. Schematic representation of an LSTM Cell, which has four gating mechanisms: input, cell, forget and output gate. In the figure, Linear represents a linear projection layer,
o represents the Sigmoid activation function, Tanh represents the Hyperbolic Tangent activation function and ® represents the Hadamard product.

The key in this structure is the horizontal line represented by the
cell state. It has very few interactions with everything else, and it
can easily pass through without any major changes. It has only two
interactions with the entering data, represented by a Hadamard product
and a Sum. The first one is a pointwise product with the forget gate, a
gating mechanism that decides how much past cell information should
be discarded. If zero, everything is discarded; if one, everything is
retained. The forget gate is computed as:

fo=0W s x;+bs+ W hi_+by) ©)

o is the Sigmoid activation function; W, and W, are the matrices
storing the forget gate projection weights for input and hidden state,
respectively; b, and b, are the tensors storing the forget gate biases
for input and hidden state, respectively; x; is the i,, trajectory point
and h,_, is the previous hidden state.

The Sum is responsible for adding new information to the internal
cell state. The mechanism that decides which information could be
passed through is decided by a two-step operation. The first step is
represented by the computation of the input gate, which, aside from
the coefficients involved, has the same form as the forget gate, but this
one is responsible for deciding which information can be uploaded. The
input gate is computed as:

ig=0c(W x;i+b; + Wy -hi_y +by) (10)

W, and W, are the matrices storing the input gate projection
weights for input and hidden state, respectively; b; and b,; are the
tensors storing the input gate biases for input and hidden state, respec-
tively.

The second step creates the ¢ new candidate values that can be
uploaded to the cell state.

¢=tanh(W,, - x; + b, + W, - hy_y +bp,) an

W, and W, are the matrices storing the candidates projection
weights for input and hidden state, respectively; b;. and b, are the
tensors storing the candidates biases for input and hidden state, respec-
tively.

The new cell state is then computed as:

G =¢_10 f,+¢0i, (12)

O represents the Hadamard product.
The last part of the cell’s internal mechanism is the one responsible
for the actual output. It is composed of another gating mechanism, the

output gate, that decides which one of the cell state values should be
passed as outputs after a tanh activation.

0, =06(W;,-x;+bj,+ Wy, hi_; +by,) 13)

h, = tanh(c,) - o, 14)

W, and W, are the matrices storing the output gate projection
weights for input and hidden state, respectively; b;, and b,, are the
tensors storing the output gate biases for input and hidden state,
respectively.

The LSTM (Hochreiter and Schmidhuber, 1997) structure has many
more variables to optimize with respect to the GRU (Cho et al., 2014),
and for this reason, it is not used often in research because it is harder
to train. In this case, however, its ability to efficiently model both
long-term and short-term time dependencies was used, thus allowing the
learning of complex patterns even using shorter sequences. This led to
faster computations and smaller memory usage during training.

2.2.2. Encoder sub-block: CfC-cell

The hidden states computed by the LSTM block at this point still
do not account for any time dependency, and thus they are unable
to address the unevenness of the passed data. In this context, the CfC
layer is employed to help model the time dependencies, adding more
robustness to the model. The simplified scheme of the CfC structure
is shown in Fig. 6. The structure resembles a RNN Cell, but in this
case the gating mechanism serves as an approximation of an ODE
equation. A complete and detailed discussion on the topic can be found
in the original paper (Hasani et al., 2022). The mathematical operation
computed in the cell can be expressed using this equation:

h, = o(=f(hy, x,) © A1) © g(hy, x,) +[1 = o(=f (h;, x,) © AN @ q(hy, x,) (15)

Where f, g and q are linear operations that project the information
from the R™™ space to the R", meanwhile the two gating mechanisms
allow an interpolation between ¢ — +o00 and t — —co. Here 5, represents
the LSTM hidden state, x, is the original input sequence; both are
concatenated to compute the new state h,. This new h, accounts for
the time distance between the input sequence 7—1 and ¢, and is the key
to the robustness against data sparseness in the proposed framework.

2.2.3. Encoder sub-block: CfC-layer

In the proposed framework, each CfC Layer is realized with the
aid of NCP wiring policy (Lechner et al., 2020), so it is composed
of three stacked CfC Cells. The peculiarity of this structure is that



M. Laurenti et al.

Engineering Applications of Artificial Intelligence 137 (2024) 109165

Hadamard \

——-[ Linear }
Hidden state LSTM
3
( =
2 l Linear
=
Output LSTM
——'[ Linear
Timespans

Hadamard cfc cell /

Hidden state CfC

Sigmoid
Activation +

)

Output CfC

Fig. 6. Schematic representation of the CfC Cell. Even if the information flows similarly as shown in Fig. 1a, this is not an ordinary RNN Cell. The two sigmoid gates perform an
ODE approximation, giving h, the ability to vary accordingly depending on At values. In this Cell the three Linear parallel layers approximate the value of the functions f,g,h (Hasani
et al., 2022), allowing a fast computation of the ODE approximation. In the figure, Linear represents a linear projection layer, ¢ represents the Sigmoid activation function, Tanh
represents the Hyperbolic Tangent activation function and ® represents the Hadamard product.

a) b)

Hidden State LSTM

c) Input Sequence

1 i s

h

Q Sensory Q) Inter-Neurons

© Command Q) Motors

00O

O O O O

~ 00000

c

Q Ssensory Q) Inter-Neurons

© Command Q) Motors

* 00000

TTTT T O

New Hidden State

Q Sensory Q Inter-Neurons

Q© Command Q) Motors

Fig. 7. Schematic representation of the Attention Mechanism used. Attention is performed with a dot product attention, the computations are parallelized in m heads and the
results are then concatenated and summed with the original entering tensor.
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NCP; (c) Using the LSTM hidden states and the initial input sequence new temporal correlated hidden states will be computed and concatenated to have the same dimensions of the

entering LSTM hidden states.
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the connections between neurons in the stacked cells are not fully
connected as in a standard network, but instead sparse. The sparsity
coefficient is a hyperparameter that can be tuned during the framework
initialization by the user or by an agent. The role of the synaptic
sparseness in our work has proven to be crucial in improving the NN
accuracy because it allows the network to be wider, thus learning
more accurate and complex latent representations, without introducing
unnecessary variables that could slow down the training process and
in general compromise the predictions of the network (Fig. 9b). The
intuition behind its efficiency lies in the similarity with another mecha-
nism widely used in NN optimization, the dropout. Dropout significantly
improves both accuracy and the risk of over-fitting the train data by
stochastically zeroing the synaptic responses of a layer during training.
The masking mechanism introduced by dropout layers has two main
benefits: it allows a better generalization of the training dataset and
it detaches a portion of weight and biases from the gradient descent
algorithm at each epochs, thus lowering the risk of an unrecoverable
fall in a local minima region (Fig. 9a). The sparsity mechanism used
in our and Lechner et al. work (Lechner et al., 2020) are similar, but
with two significant differences: firstly the synaptic masking is always
the same since initialization, secondly the masking is not removed
while performing inference. While a re-initialization of the synaptic-
masking at each epoch is absent it does not lower the risk of overfitting;
it still maintains a beneficial effect towards the gradient descent al-
gorithm and it encourages the development of a more efficient and
wide synaptic layer. Similar effects can be also obtained while using
the pruning class in Pytorch, or other similar libraries. While using
generic pruning classes it allows to lower the computational burden
during both the training and inferencing processes, it does not improve
the NN accuracy. The key difference in the NCP wiring lies in how
the masking is computed and how it differentiates in every sub-layer.
The wiring(Fig. 8a) and layer width proposed are the same as used
in Lechner et al. work (Lechner et al., 2020) and are summarized as
follows:

» Three CfC layers are initialized by using as inputs the LSTM layer
width and the output dimension. The width of each CfC layer is
defined as follows:

First layer (inter neurons layer) := 0.6-(LST M width—output dimension)
(16)

Second layer(command neurons layer)

:=0.4 - (LSTM width—output dimension) a7

18)

Third layer (motor neurons layer) := output dimension

After creating and initializing the CfC layers, p randomly chosen
synapses (where p is the sparsity coefficient, a hyperparameter
that could vary from 0.1 to 0.9) are cut off from each layer
by both zeroing their coefficients and excluding them from the
Gradient Descent algorithm, thus assigning them a constant value
through training.

The second layer neurons are then randomly connected between
each other with a number of synapses calculated with the equa-
tion:

Recurrent Synapses := 0.8 - (LST M width — output dimension) - (1 — p)
(19)

The LSTM neurons are equal in numbers to the sum of the three
CfC layers neurons, according to the rules introduced in the previous
paragraph, so when the LSTM hidden state is passed, it is divided into
three tensors, one for each cell Fig. 8b. The dimension of each tensor
is equal to the dimension of the corresponding CfC layer. Each cell
then takes the output of the previous cell and the LSTM split tensor
as input, as shown in Fig. 8c. After the computation, the %, states are
retrieved and concatenated to give the final ODE approximate hidden
state h, (Fig. 8c). Thanks to this innovative sparseness mechanism, our
neural architecture was able to achieve a better generalization of the
train dataset, even when we artificially removed data entries from it.

2.2.4. Encoder sub-block: Self multi-head attention mechanism

After the CfC Layer, the output sequence has encoded all the in-
formation previously passed by the input sequence, including time
information. However, to further improve the framework accuracy a
Self Multi-Head Attention Mechanism (Vaswani et al., 2017) is added.
This architecture is capable of weighing and giving importance to the
most relevant part of the output sequence. The attention mechanism,
by doing so, can better use the information flow obtained in the RNN
structure and generally this feature is used to prevent memory issues
using long sequences. In this research, even if the sequence length does



M. Laurenti et al.

not cause this kind of issue, we found that the deployment of such
architecture generally improves the overall accuracy. Such behavior
could be explained by the improved learning efficiency that focused
the learning efforts on important data structures/sequences in the train
dataset, similarly to the well known mechanism in language models
when any kind of attention is used (DeRose et al., 2021; Niu et al.,
2021). The dataset used here is not composed of words but data entries,
but they still have positional and contextual importance as if they were.
In material science, the mechanical properties exhibited by a material
are intimately connected between each other, but the high dimension-
ality possessed by the input data could undermine the development of a
valid constitutive law that correlates them. By using an attention mech-
anism, the model could focus on the important feature, relationship
across the dataset, avoiding unnecessary noise and uncorrelated data.
The mechanism used here is based on the Self Attention Mechanism
concept (Vaswani et al., 2017), so the input sequence is Query, Value
and Key (Q, V, K). The structure of the Layer is shown in Fig. 7. Even
though the computational burden of this type of attention is high,
its impact is significantly lower on both training time and resource
utilization when compared to that of LSTM and CfC blocks; thus, in
this work other faster alternatives (Wu et al., 2022; Zhou et al., 2020;
Dao et al., 2022; Dao, 2023) have not been used. The mathematical
operation computed in each head computation can be expressed using

the equation:
kT
9K ).y 20)
Va,

In this equation d,, is the dimension used for the heads, it regularize
the attention output and it has been proven effective during training
in Vaswani et al. (2017).

The information retrieved from each head is then concatenated and
projected using a Linear Layer to give the contextual information; this
tensor will be summed to the original entering hidden state sequence
and this new, much more representative, hidden state will be used in
the next Encoder block.

Attention(Q, K, V') = softmax (

2.3. Framework structure: Decoder

The Decoder part in the proposed framework is very similar to the
one used in Li et al. (2023a) work. In the current scenario, however,
we proposed a variant that uses two parallel FCN to output, at the
same time, the target’s Mean and Variance. This is particularly useful
when the data are scarce, noisy, or with multiple outputs for the same
inputs, where the framework can output uncertainty for the prediction.
This could inform us whether the model performs well or not, in the
interpolation or extrapolation domain. We can further leverage this
important feature to perform active learning for experiment planning
or efficient data sampling. The full framework structure is shown in
Fig. 10.

2.4. Datasets and their implementation

2.4.1. Datasets

Six datasets were used to test the model performances. The data
shown in the next sections increases progressively in dimensionality,
data sparseness and noise, thus proving the framework robustness
against a large variety of hard to model scenarios. All the dataset that
have been used in this research, except the first one kindly provided
by Li et al. (2023a), are currently available online to the public.

+ The first dataset was obtained from uniaxial tensile tests of
aluminum sheet samples (Li et al., 2023a). The specimen design
and experimental setup are shown in Fig. 11a and in Fig. 11b.
The test procedure followed the American Society for Testing and
Materials (ASTM) E8/8M-21 standard (ASTM, 2022) for tensile
testing of metallic materials. The material testing was performed
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Fig. 10. Full Representation of the proposed Framework. (a) In this variant of the
framework, the information after being encoded in a RP latent space, is decoded using
two parallel Fully Connected Network built with the same structure. This approach is
particularly useful when the data are redundant, because the learned representation is
less susceptible to small input variation and can learn a better generalization of the
observed phenomena (Iba, 2020). (b) This is the main structure of the framework. It
was mainly used in this research. For its simplicity, if the input data are not noisy or
redundant or in general if they do not pose any critical issues, it was often preferred
against the Variational one.

by both monotonically increasing the load and multiple loading—
unloading tests, as shown in Fig. 11c and Fig. 11d. The data
used in this study refer only to the multiple loading-unloading
scenarios, since the task was more difficult and harder to learn.
The second dataset was obtained from several uniaxial strain-
stress curves of AISI 316L stainless steel at different temperatures
and strain rates. All the curves used were synthetically obtained
by using the Hooke’s Law to model the elastic behavior of the de-
formation and the Johnson and Cook’s Law coefficients obtained
by Umbrello et al. (Umbrello et al., 2007) to model its plastic
behavior. Since elastic rigidity also varies with temperature, the
temperature and elastic constant of the material were correlated
using a simple Fully Connected Network, to be able to generate
better elastic constant estimates. A visual representation of the
temperature and strain-rate values used is shown in Fig. A.1.
The entry points are randomly distributed, which differs from
previous work by Li et al. (2023a) and was designed to add
further complexity to the learning task.

The third dataset was obtained from uniaxial tensile tests of Al-
6061 (Weaver et al., 2016) under different testing angles and
aging temperatures (Table B.1) (Weaver et al., 2016). In this
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Fig. 11. Experimental tensile tests (a) specimen geometry and (b) experimental setup. Engineering stress and strain curves of (c) monotonically increasing and (d) multiple

loading-unloading test specimens. [Taken from Fig. 9 of Li et al. (2023a) with permission].

dataset, a form of anisotropy in the analyzed sample is present,
due to the rolling process to manufacture the final specimen. This
anisotropy, however, is absent in the aged samples due to the
crystal structure relaxation induced by the reheating process. The
material mechanical response in this scenario varies significantly,
depending on whether the sample is aged or not. This dataset was
used to test the framework’s ability to correctly model multiple
uncorrelated system dynamics.

The fourth dataset was obtained from uniaxial tensile tests of
Al-6061 at different temperatures (Aakash et al., 2019). In this
scenario, however, the available grid values were unbalanced
(Table B.2), so the learning task was more difficult. Furthermore,
the compositions of the samples (Table B.3) were available, so this
dataset was also used to further test the framework’s robustness
against a high-dimensional dataset.

The fifth dataset was obtained from uniaxial tensile tests of laser
3D-printed Inconel 625 at different angles (0°, 30°, 45°, 60°,
90°) and they showed high variance between each other due the
high anisotropy of the printing process Benzing et al. (2022). This
dataset was used to develop the Variance approach to efficiently
tackle the multiple-entries scenario where high variance exists
in multiple mechanical tests for material printed at the same
conditions.

The sixth dataset was obtained from uniaxial compression tests
of Steel spring grade at different temperatures and strain rates (Vode
et al.,, 2019). The entries in this case were much sparser grid-
wise (Fig. A.2) and each curve was characterized by a very high
noise, so a Savitzky-Golay filter (Press and Teukolsky, 1990) was
necessary to smooth its entries. This dataset was used to test the
framework’s error handling when trained on scarce and highly
noisy datasets.

All the data used were artificially damaged since usually strain-
stress tests are performed under controlled and constant sample time.
To artificially induce a time sparseness inside the data, a uniform
random function R (0,1) was used to sample, without replacement
from the original dataset, a number of observations smaller than the
original one (Fig. 12a). In a typical used dataset, the observations
were more than eight thousand points per stress-strain curve, from
which one thousand entries were taken to build the damaged dataset.
Some exceptions are present however, but in those cases, the data
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were sparse and noisy to begin with, so artificial damage was not
necessary (e.g., the sixth dataset). In every dataset the loading history
contained 100 observations and a zero-padding was added for the first
zero strain (Fig. 12b). The zero padding, or padding in general, is
not a standard while working with time series because it can easily
insert dangerous biases inside the dataset. In this research, the above-
mentioned procedure has been used since every set of observations
starts with a point characterized by ¢ = 0 and ¢ = 0; thus, using padding
composed of zero values does not introduce any biases in the learning
procedure. Its usage, moreover, allows the exploitation of the first part
of the sequence that would be otherwise lost and not learned.

2.4.2. Train/test/validation splits

Each dataset was split into three groups of train, test, validation
subsets. The boundary values from the dataset were chosen to test the
model accuracy on the extrapolation region and to validate the model
performances. Since most of the time the entry data were redundant or,
as in the sixth dataset, data points were too scarce to survive further
pauperization, artificial entries were created; their performances were
evaluated by comparing the output with neighbors’ ground truth. The
train-test—validation sets were obtained following the criteria described
above, leading to the following subsets:

- First dataset: the training subset was obtained by performing a
random split with a ratio 2:1:1 on 3000 unevenly spaced entries.
Second dataset: the training subset was obtained by generating
100 random curves inside the 30 °C-400 °C and 1073 s71-105 57!
intervals; the test subset was obtained by using the 4 corners of
the training domain; the validation subset was obtained by gener-
ating 49 random curves inside the 20 °C-450 °C and 10~4 s~1-10°
s~! interval, but out of the training domain. As shown in Fig. A.1
the train domain is smaller than the validation one, this has been
made to evaluate the model behavior in an extrapolation region
far away from the train subset, thus avoiding data-memorization
problems. This dataset has been generated using Johnson and
Cook’s coefficients found in Umbrello et al. (2007). The Tempera-
ture and Strain rate points have been chosen by sampling without
replacement inside a grid of defined values (inside the validity
intervals of Umbrello et al. (2007)), thus testing the framework
in a scenario where both spatial and temporal symmetry were
absent. In this dataset the ratio between train:test:valid partitions
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Fig. 13. Schematic representation of the pipeline for the data-retrieving, pre-processing, model training and performance evaluation of each dataset. (a) Each dataset is searched
and downloaded from a publicly available repository; (b) Retrieved data is pre-processed, filtered if necessary, and re-scaled in the [0,1] interval to help the Gradient Descend
Function to converge; (c) Processed data is divided into Train-Test-Validation subsets when possible. In case of scarcity only Train-Test sub-datasets were created from the original
data, meanwhile the Validation was synthesized artificially by using the same data structure of the original dataset; (d) Multiple parallel runs were launched on several remote
computers and their Test-Performances sent to an external Agent (e) which based on that, decided the new hyperparameters set for the next runs; (f) After a user termination
criterion (normally time or Test Performance), the model with the best Test-Performance was loaded with the Validation subset and the real performance was evaluated.

is 29:1:3. Each curve was composed of 1000 entries, unevenly
spaced for training and testing and equally spaced for validation.
Third dataset: the train—test subsets were obtained by using the
Aged samples at 204.4 °C, 413 °C and the Not Aged samples at
0°, 45° and 90° angles as test subset, the remaining as training
subset with a ratio train:test:valid equal to 5.7:1:1.8. Due to the
redundancy of the entries, a standard validation subset was not
obtained by split to avoid biased evaluations; instead, synthetic
entries at 375 °C, 315 °C, 250 °C and 230 °C were generated to
evaluate the performances on the Aged scenario, and synthetic
entries at 15°, 30°, 60° and 75° to evaluate the performances
on the Not Aged scenario. Due to the scarcity of entries, data
augmentation using a simple linear interpolation between each
couple of points was applied and a random sampling of 1000
entries was performed. The validation subset, being artificial, was

11

generated using:

£=131x10"
(21)

Afmean = 437X 1075 Ag . =723 %1072

mean

Here no damaging procedure was performed, so the validation
subset has evenly distributed entries.

Fourth dataset: the train-test subsets were obtained by using the
200 °C Lot A, 100 °C Lot D, 150 °C Lot G, 300° Lot I curves as test
subset and the rest as training subset; due to the redundancy of
the entries in some regions and the scarcity in others, validation
subset was not obtained by split to avoid biased evaluations
and generally worse performance; instead synthetic entries were
generated at 10 °C, 50 °C, 75 °C, 125 °C, 175 °C, 225 °C, 275 °C,
310 °C, 330 °C with a random composition at the boundaries of
the dataset used (Table B.3). In this dataset the ratio between
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train:test:valid partitions is 3.8:1:1. The damaging procedure was
performed on Train and Test subsets using a random sampling of
1000 entries. The validation subset was generated with Aeqqn,
£max and ¢ different for each temperature, their values are jointly
reported in Appendix B with their random composition values.
Here no damaging procedure was performed, so the validation
subset has evenly distributed entries.

Fifth dataset: the train-test subsets were obtained by using one
curve at each angle (0°, 30°, 45°, 60°, 90°) as the test subset
and the rest as the training subset; due to the high redundancy
of the entries a standard validation subset was not obtained by
split to avoid biased evaluations, instead synthetic entries at 0°,
7°, 15°, 30°, 45°, 60°, 75°, 82°, 90° were generated. In this
dataset the ratio between train:test:valid partitions is 10:1:1.4.
The damaging procedure was performed on Train and Test subsets
using a random sampling of 1000 entries. The validation subset
was generated by using:

£ =436x 107 until e = 3.5 x 107> to have 162 data points. (22)

¢ =1253x 107" until € = 0.17 to have 838 data points. (23)

Here no damaging procedure was performed, so the validation
subset has evenly distributed entries.

Sixth dataset: the train-test subsets were obtained by using the
4 corners of the domain as test curves (Fig. A.2), the rest as
training subset; due to the scarcity of the entries, the validation
subset was not obtained by split to avoid worsening the model
performances, instead curves at 1025 °C 10~1> s71, 1175 °C
10715 571,1025 °C 105 571, 1175 °C 10%° s~ were generated.
Due to the scarcity of entries, data augmentation by using a
simple linear interpolation between each couple of points was
applied and after that a random sampling of 1000 entries was
performed. The validation subset, being artificial, was generated
by using:

Ae =228x10™* g, =035 24)

mean

In this dataset the ratio between train:test:valid partitions is
3.9:1:1. Here no damaging procedure was performed, so the
validation subset has evenly distributed entries.

2.4.3. Training procedure

To ensure a better convergence and an easier and more effective
training a rescaling in the [0,1] interval was performed. In case of
logarithmic distributed data such as in the strain rate case, in which
the values vary from 10~4 to 10°, they were further rescaled by using
a base ten logarithmic function before the normal rescaling proce-
dure. To implement the proposed framework Python (Python, 2023a)
and Pytorch (Pytorch, 2023b) were used. Due to the large number
of hyperparameters involved in the initialization of this framework,
a Python library named WandB (Wandb, 2023c) was used to better
track and manage their value by using a Bayesian optimizing agent.
The operation pipeline is shown in Fig. 13. For each dataset at least
2000 runs have been performed, to guarantee the convergence on
the hyperparameters optimization. Unless otherwise stated, the models
performed 500 epochs each. To test the performance of the two ar-
chitectures proposed, the same training procedure described has been
applied to both Encoder-Decoder and Variational Encoder-Decoder by
using the same pre-processed data. The actual hyperparameter values
used to generate the results shown in this research can be found in
Appendix C.

3. Results
3.1. Performance of dataset 1: analysis on unseen loading path

The results of the first dataset follow the same criteria presented in
the work by Li et al. (2023a), i.e., validating the model performances
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on the validation subset and by testing further its capabilities on unseen
loading scenarios with uniform and random data distribution. The
results of both Variational and Normal Encoder-Decoder are shown in
Fig. A.4, Fig. A.5 (Normal Encoder Decoder), Fig. 14, Fig. 16 (Vari-
ational Encoder Decoder). In this task, the sparseness in time was
particularly abundant, as the 14,000 original entries were reduced to
3000 after being damaged and they were further reduced to 1000 after
a random train-test-validation split. This process introduces a wide
variety in At. In this challenging contest, the model convergence was
not trivial because there was a very high variance in time and in space
between entries. Despite the time and space symmetry being highly
broken, the model still demonstrated the ability to predict the material
stress—strain behavior in the artificial validation subset.

The predicted behavior in Fig. A.4 and Fig. 14 is very similar to
the ground truth, the Variational approach was also able to predict
high uncertainty at the end of the resuming loading path (Fig. 14b),
thus indicating that such unload-reload transition behavior is not easily
predictable and requires further training data in this region. In those
areas, both ED and VED networks were unable to successfully predict
the transient spikes between elastic and plastic behaviors, in Fig. 14b
it can be seen how the Confidence Region (faint red area) has higher
values in this regions. In those areas the network fails to accurately
predict the transient peaks between the two regions but, at the same
time, it is capable of being conscious about its errors, giving high
value for the output variance in those areas; thus extending the model
forecast and signaling the inaccuracy of the prediction.

It should be noted that despite different data structures in the syn-
thetic validation/test set, the model was still able to correctly predict
the deformation behavior, which is not a trivial result. Normally when
data is fed to the model, if it has a different distribution compared to the
training subset, e.g., if the point density is different, predictions could
deteriorate. In this case, even though the synthetic data is denser and
evenly distributed in the generated path, which was not seen by the
model during training, the obtained predictions were valid, suggesting
the robustness of the proposed framework.

Uneven highly sparse data was used as input to further prove its
robustness, and the results are shown in Fig. A.5 and in Fig. 16. The
prediction here shows similar behavior to the one made by the Normal
Encoder-Decoder network, but it also shows the uncertainty estimation
capability previously highlighted in Fig. 14b. It can be seen here
how the areas in which the confidence region is higher are the ones
characterized by bigger error; thus further demonstrating the network
error handling capabilities.

Despite the time-space symmetry being highly broken and different
from the training dataset, both models were able to predict both mono-
loading and multi-loading scenarios similarly to the evenly distributed
scenarios (Figs. 14 and A.4). The predicted behaviors are noisier com-
pared to the evenly distributed scenarios, but the general shape of
the curves is intact, thus further indicating the robustness against data
sparsity. Variational approach was also able, in this challenging task,
to output high variance in areas where the prediction accuracy was
deteriorating (Figs. 16a and 16b), indicating a promising self-analysis
ability that can help to better evaluate predictions in challenging
scenarios.

Comparative results have also been generated by using two opti-
mized NNs with an Encoder composed by 3 GRU layers (Fig. 15b) and
by 3 LSTM layers (Fig. 15a) respectively. Both networks were unable to
efficiently learn the material behavior by using the training data, as it is
shown in Figs. A.6a, A.6b, A.7a, A.7b. The GRU Net shows a reduction
in accuracy on the elastic path when uniform data is used; the loading
and unloading paths predicted in Fig. A.6b are too wide and unrealistic
when compared to the experimental ground truth (A.6a, Fig. A.6b).
These findings were expected, because the time-symmetry was absent
in the training dataset, thus the network was unable to efficiently
time-correlate its hidden states. The network behavior worsens when an
uneven data distribution is used, in Fig. A.6¢c, Fig. A.6d the network
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Fig. 15. Comparative RNN architectures. (a) LSTM model architecture; (a) GRU model architecture. The difference between them and the architecture proposed in this work lies

on the absence of both MHAL and CfC layers.

fails to model the material elastic behavior, and the overall predictions
are very noisy. Interestingly the LSTM Net performed worse than the
GRU one (Figs. A.7a, A.7b) and this could be caused by its more
complex and hard to optimize structure. In (Fig. A.7c, Fig. A.7d) this
effect is more evident, because the data distribution, was even less
uniform than the training one. The predictions here are noisy, and
the model fails to accurately predict both the material elastic and
plastic behavior, thus indicating the CfC Layers as the main contributors
for the accuracy showed by the models used in this work. Since the
standard RNN architectures were unable to model one of the easiest
time-independent data structures, it is proofed their inability to model
such scenarios. As such, comparative results will not be shown for the
other five datasets.
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3.2. Performance of dataset 2: analysis in extrapolation region

For dataset 2 task, the model was tested by exposing it to unseen
test conditions, namely: Temperature and Strain Rate. To faithfully
test the extrapolation capabilities, the validation domain was chosen
to be out of the training domain. 49 validation curves were used for
evaluation (the extended results can be found in the GitHub repository).
Here we only show the 4 areas near the corners of the validation
domain 20 °C 10~% s71, 20 °C 106 s71, 450 °C 10~* s71, 450 °C 10°
s~1 (Fig. A.1). As it is shown in A.1, the artificial dataset used for the
task, is composed of sparse and random temperature and strain rate
entries, so some areas are characterized by a high level of sparseness,
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variance, similarly at Fig. A.5; in those validation paths At spans from 10 s to 1071%s.

such as in the right lower corner near 20 °C 10° s~! and in the left
lower corner near 20 °C 10~% s~1. Such large sparseness in training
data, together with the fast-changing behavior of the material at low
temperatures, led to a severe loss in model accuracy, highlighting the
need for more training data in those areas. Even if the framework can
handle high levels of sparseness as input, the training dataset must be
denser in areas intrinsically difficult to model.

The results are shown in Fig. 17 and refer to the Variational
Encoder-Decoder, which performed better in this task. As shown in
Fig. 17 the prediction are characterized by a good accuracy at higher
temperatures (Figs. 17a and 17b), but by a lower accuracy at lower
temperatures (Figs. 17c and 17d). In Fig. 17a at both 400 °C and
450 °C at 107*, can also be seen a reduction in accuracy at the
beginning of the curve compared to the whole high-temperature points
cluster. This behavior was expected, because mechanical responses
change very quickly with Temperature and Strain Rate and in this
particular scenario, both the lower and the left edge of the domain are
not densely populated enough due to the grid generation stochasticity
(Fig. A.1). While at high temperatures the observations population were
denser enough to compensate for the sparseness at lower strain rates,
at lower temperatures the sparsity of the observation in both fields
caused a sudden accuracy drop. In this case, however, the network
accuracy could be easily fixed by populating those dataset regions with
more observations. Despite those considerations, the model was able
to predict a good mechanical response until 0.15 strain for 20 °C at
10~4 and 103 s~ and 0.25 for 10> and 10° s~1, highlighting model
robustness against data sparsity even when used to predict out of
domain conditions.

3.3. Performance of dataset 3: analysis on different dynamics

For dataset 3 task, the model was tested on unseen test conditions,
namely: Aging Temperature and Angle of Testing. In this task only
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the Variational approach gives accurate predictions in the evaluation
procedure, therefore we only discuss the results from the variation
approach. As we do not have the ground truth behind the prediction,
forecasting validity was examined by comparing the predictions and
their available neighbors in the original dataset.

The model performance is shown in Fig. 18 and in Fig. A.8. In
Fig. 18a, at an aging temperature of 230 °C, the prediction has a shape
consistent with the 4 nearest curves. Moreover, the prediction values
are also consistent with the trend exhibited by the aged samples. In
the proposed dataset, higher aging temperatures are associated with
lower stress levels; this trend is visible in Fig. 18. The prediction at
230 °C has values between that of 204 °C and 274 °C curves, which can
be considered plausible and coherent with the real-world observations.
The same argument can be made for all the other predictions shown
in Fig. 18. Fig. A.8 shows the results of the non-aged predictions. In
this case, the properties vary in a much smaller domain, but the same
argument can be made as before. In this case, the lowest registered
mechanical properties were associated with a testing angle of 45°, with
a maximum at 90° and a mean value at 0°. The predictions (Fig. A.8) in
this scenario are consistent with the shape of the neighbors, with stress
values always greater than the minimum at 45° and lower than the
maximum at 90°. Being more specific, the prediction at 15° (Fig. A.8a)
is close to the mean value at 0°; the prediction at 30° (Fig. A.8b) is close
to the minimum boundary at 45°; and the prediction at 60° and 75°
(Figs. A.8c and A.8d) are also close to the maximum boundary at 90°.
In conclusion, the predicted behavior of the material in the Non-Aged
scenario is consistent with the ground-truth observations.

Some artifacts are, however, present at the very beginning of the
curves. This is due to the absence of data in that region of the training
curves. This uncertainty was also captured by the model, e.g., the Confi-
dence Region is wider, so the model itself is aware of the untruthfulness
of its predictions in that domain. Such a problem can be, however,
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easily solved by feeding the network with better data in the affected
area. It is worth noting that the Variational Encoder-Decoder was also
able to capture some degree of uncertainty near the material yield,
due to the high variance of the training sample in that region. This
behavior is stronger in the Non-Aged scenario, because the variance of
the training samples was higher. This is an important result because the
model is capable of estimating uncertainty changes in relation to the
strain values, Aging Temperature and Testing Angles, fully capturing
the complex real system dynamics.
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3.4. Performance of dataset 4: analysis on unbalanced dataset and high
dimensional inputs

Models for the dataset 4 task are tested on unseen test conditions
Test Temperature and Composition. The temperature in the evalua-
tion dataset was specified in Section 2.4.2, meanwhile the compositions
were chosen by randomly sampling in the boundary of the dataset
domain. The values of the compositions for each curve can be found
in Table B.3. This task was particularly difficult for the framework,
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curves, accordingly with the variance expressed by the training samples in the same area.

due to the high dimensionality of the input tensor, and an unbalanced
dataset with zones characterized by multiple entries with high variance
and different curve lengths. The performances are shown in Fig. A.9
and in Fig. 19, for both the Encoder-Decoder framework, and the
Variational one. Similar to the dataset 3 task, the ground truth behind
the prediction is unavailable, therefore the predictions were examined
by comparing them to their available neighbors in the original dataset.

As shown in Figs. 19 and A.9, the overall shape of the predictions
is consistent with that of the real curves. Specifically, in Fig. A.9d at
the temperature of 125 °C, the predictions are between the real curves
at 100 °C and 150°. In Fig. A.9a, at the temperature of 10 °C, the
predicted values are bigger than the real ones at 20 °C, suggesting
that the framework is able to extrapolate properly. These results further
demonstrate that the model predictions closely follow the real system
dynamics. We note that the predictions from the normal Encoder—
Decoder are more accurate, which probably is due to the smaller
number of variables employed and consequently a better convergence
during the optimizing process.

The Variational Encoder-Decoder, on the other hand, has less pre-
cise predictions compared to that of the Normal Encoder-Decoder;
however, the uncertainty handling allows evaluating a Confidence
Region around ground-truth observations, in this case, high variances
(Fig. A.9). In Fig. 19, the Variational approach has a very large variance
compared to the one exhibited in Fig. A.9 thus indicating that the
predictions are not correct and thus labeling the domain region as
potential sampling region in an active learning process. The compro-
mised framework capabilities may be caused by the very high variance
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and fewer data points exhibited by the real curves in that domain
region. While the Normal Encoder-Decoder performed better than the
Variational one, the high variance from the latter is also useful in a
practical scenario. For example, a high predicted variance may indicate
an untruthful prediction (Fig. 19), or scattered testing/samples quality,
etc., which will help the research team to plan for the next experiment.
This finding further assess what it has been shown in Section 3.1 in
Fig. 14b.

3.5. Performance of dataset 5: analysis on redundant and high variance
inputs

We examined the model performance for dataset 5 task, by testing
the model on unseen Angles, which are specified in Section 2.4.2. This
dataset was used to evaluate and develop the Variational Encoder—
Decoder in a scenario where numerous entries are available for nom-
inally the same loading conditions. In this context, the data collected
refer to Inconel 625 samples obtained by Laser Printing. This process,
even if conducted in a controlled environment, generates samples
characterized by a certain level of variance caused by the intrinsically
high number of random variables. The high value of variance in the
samples cannot be then ignored and must be reported and used in
future uses and real applications. In this context, having a framework
able to model the behavior of the material jointly with its uncertainty
in unseen scenarios is crucial.

The model performances are shown in Fig. A.10 and Fig. 20, since
this task was intended for a Variational approach, only the results
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Fig. 19. Variational(black) and Normal (green) Encoder-Decoder prediction on the fourth dataset evaluation subset. (a) Random composition at 175 °C; (b) Random composition
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both in shape and temperature-dependent mechanical behavior, however the VED network shows a significant accuracy loss when compared to the standard ED.

obtained with the Variational Encoder-Decoder are shown. Fig. A.10
shows the performances on the artificial strain path, with angles that
the model has already seen during the training procedure. Even though
the data distribution is different for inference respect to the training
one, the predictions are consistent. The model in this scenario can
precisely predict both the mean value and the variance present at
different angles.

Fig. 20 shows the model predictions on artificial strain paths at
unseen angles. Again, due to the lack of ground truth observations, we
did a sanity check on the predictions by comparing them with their
available neighbors in the original dataset. It can be seen that the stress
level has a maximum at 90°, and it worsens when the angle becomes
smaller until it reaches its minimum at 0°. In this context, the model
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predictions are consistent both in shape and in values because they
always follow both the trend and the variance as discussed, suggesting
the framework validity in this task.

3.6. Performance of dataset 6: analysis on scarce and very noisy inputs

Finally, we test the models for dataset 6 task on unseen test condi-
tions: Test Temperature and Strain Rate. See Section 2.4.2. for more
details on the evaluation dataset (both temperatures and strain rates).
The task associated with this dataset is conceptually very similar to that
for dataset 2, but it differs in some crucial aspects:

+ Data entries used in this task are intrinsically noisier and dataset
6 represents a very noisy case that requires a Savitzky-Golay
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it can be seen how the network predictions are consistent in shape, trend and variance with the ground truth observations.
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filter (Press and Teukolsky, 1990) to smooth and eliminate the
excessive variance.

» Even if data Grid entries of Temperatures and Strain Rates are
regular, they were fewer, making the task more difficult to learn.

Due to the above challenges, the model accuracy for this task is
relatively lower compared to the other scenarios. However, the model
can still be considered to have good prediction capabilities, as justified
by comparing the predictions with their available neighbors (Fig. A.3)
in the original dataset.

The results are shown in Fig. 21, for both the standard Encoder—
Decoder framework and the Variational one. The predictions made
have a consistent shape with their neighbors and the value predicted
is consistent with the trend exhibited by the ground truth observa-
tions, where for lower temperatures and faster strain rates is noted
an increase in mechanical response from the material. In this scenario
however, due to both scarceness and noisiness of the data, ED fails to
capture the correct elastic behavior of the material. This problem does
not affect VED, thus highlighting how the deployment of two heads in
the decoder helps the model to understand noisier observations.

The overall performances for both approaches are very similar; how-
ever, the Variational framework was able to give a smoother transition
at the beginning of the predicted strain-stress curve. In addition, even
though the Variational framework has more complexity in architecture,
it showed better convergence during training, thus suggesting better
usage of the data, especially if the data is noisy, as in this case.

Summary

Based on the previous encoder-decoder approach by
Li et al. (2023a), we have proposed a new framework to tackle the
unevenness in input data sequence for constitutive relation modeling.
The proposed framework utilizes CfC (Hasani et al., 2022) with a new
synapse wiring technique NCP (Lechner et al.,, 2020) to mimic the
role of Ordinary Differential Equations, and can make predictions on
the mean and variance of stresses. The proposed network has been
demonstrated on six different datasets with various complex data struc-
tures and noise levels. The results (summarized in Fig. A.11)suggest
that our framework is able to model data distributions with uneven
input sequences in every dimension, thus further extending NN-based
constitutive modeling to the domain with non-structured datasets.
Specifically, the framework was trained, validated, and tested using
six different strain-stress datasets, each characterized by its own chal-
lenges, respectively, multiple loading paths, out of domain inference,
highly sparse inputs, high-dimensionality inputs, redundant inputs, and
unbalanced and noisy dataset. To further prove its robustness and
generalization capability, the same framework structure has been used
across every dataset, only varying the hyperparameters of the various
layers. The models for every dataset not only showed good training
convergence but also demonstrated reasonably good (quantified error
estimation is unavailable due to the lack of ground truth) predictions
in the extrapolation regions. The capability of being able to predict
the mean and variance allows the modeling of source data distribution
(such as in 3D printed materials with high variance even in the same
batch printed material) as well as uncertainty estimation in prediction
itself, which will benefit scenarios with noisy data entries and potential
integration into an active learning/Bayesian optimization process. Such
a feature could accelerate the materials development/optimization
process by informed decision-making that balances exploration and
exploitation. Finally, from a practical point of view, the proposed
framework demonstrated robustness in dealing with tough data such as
heavily damaged, temporally uncorrelated, noisy and uneven datasets,
as well as different data distribution in inference mode, thus allowing
better data usage and increasing the applicability and reliability of
NN-based constitutive modeling in real-world applications where a
uniform sampling with high signal to noise ratio in both time and space
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cannot be achieved and where data abundance is absent due to the cost
associated with the data acquisition process.

In future research the time-adaptive capabilities of the CfC net-
work could be further explored by combining NCP wiring and Genetic
Algorithm (Tomczak, 2022). In the current work both the fanin and
fanout of sensory, inter, command and motor neurons as well as their
numbers have been maintained fixed in each sub-block to limit the
hyperparameter search space and to allow the Bayesian Optimization
Algorithm to converge faster. However, Genetic Algorithms can remove
the above restrictions and provide an efficient hyperparameter space
navigation, thus allowing faster and better convergence. By using such
techniques, the aforementioned wiring information could be encoded
within a chromosome for each sub-block separately,thus allowing more
flexibility and better performances both in computational time and
accuracy. Similar workflows have been successfully applied to au-
tomatically searching and building hyper-optimized NNs for Image
classification (Loshchilov and Hutter, 2016; Sun et al., 2020, 2019;
Bakhshi et al., 2019) or Image Generation (David and Greental, 2014).
Furthermore, even CfC cell structure could be improved or completely
revolutionized by using Genetic Programming (GP). In recent years,
several works (Chapter 9 and 10 of Tomczak (2022)) have successfully
used genetic programming in Deep Learning (Galvdn and Mooney,
2021; Gavrilescu et al., 2022) to develop cells with an unseen gating
mechanism and structure capable of outperforming all ever discovered
RNNs. These new developments provide new oppurtunities to create
NNs even faster and more robust to noise, temporal irregularities, and
data distribution.
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Appendix A. Auxiliary figures

See Figs. A.1-A.11
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Fig. A.1. Visual representation of the train/test/valid for the second dataset: the
horizontal axis shows the logarithm of the strain rate, the vertical axis the temperature

in Celsius.
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Fig. A.2. Visual representation of the train/test/valid for the sixth dataset. The
horizontal axis shows the logarithm of the strain rate, the vertical axis the temperature
in Celsius. In this case the dataset was real, so the observation are equally spaced in

both Temperature and Strain Rate.
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Fig. A.3. Practical representation of the sixth dataset methodology for evaluating
validation subset predictions by using the neighbors’ ground truths. In order, in the
light shaded areas there are the dominia used for the evaluation of the predictions at
1175 °C and 10715 s7! (a), 1175 °C and 10%5 s~ (b), 1025 °C and 1015 s71 (c),
1025 °C and 10%5 s71 (d).
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Fig. A.4. Normal Encoder-Decoder predictions on the first dataset. (a) ED Prediction on synthetic unseen uniform mono-load path; (b) ED Prediction on synthetic unseen uniform
multi-load path. Here both mono and multi-loading paths have a different distribution (as it can be seen in the purple highlighted sub-plot), from the training dataset. The
prediction accuracy while using these validation paths is very high and highlight how, thanks to the CfC cells, the network was able to successfully reconstruct and learn the time
dependencies present in the train dataset.

300 4

250

2004

150 4

Stress(t) MPa

100 4

501

—— Training Path

—— Predicted Artificial Path

31656
prost 1
1652
1650 |

316.48

Stress(Mpa)

—
122 123

Strain (%)

124

Log deltaTime

Time (s)

0.0

2.5

5.0

10.0 12.5
Strain(t) %

Delta Time Distribuition

7.5

15.0

17.5

0.40 1

0.351

S

w

S
L

0.25

0.20

0.15 1

Probability density

0.10 1

= Average (Mean): -1.731
Average (Mode): -1.451
1 Standard Deviation: -2.997 to -0.465
3 Standard Deviation: -5.529 to 2.067

-6

-4
Log delta time (s)

-2

Stress(t) MPa

Probability density

300 - b)
i g
250 4 =
7
i
200 5 ses ]
' o 24 1z s 124 1
150 4 J Strain (%)
g g
o 1 i .. . .
= Q PGy 2 ~FIY
1001 B < (RN
< -« | g oG .
B .
o 6 | .
50 1 —— Training Path k) .
—— Predicted Artificial Path PR
0 Time (s)
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Strain(t) %
Delta Time Distribuition
= Average (Mean): -1.746
0.35 Average (Mode): -1.193
1 Standard Deviation: -3.025 to -0.467
i 3 Standard Deviation: -5.583 to 2.091
0.30
0.251
0.20 A
0.15 A
0.10 1
0.05
0.00 -

-4
Log delta time (s)

-2 2

Fig. A.5. Normal Encoder-Decoder predictions on the first dataset. (a) ED Prediction on synthetic unseen not uniform mono-load path; (b) ED Prediction on synthetic unseen not
uniform multi-load path; (c) Mono-load 4t distribution; (d) Multi-load At distribution. Here both mono and multi-loading paths have a different distribution (as it can be seen in
the purple highlighted sub-plot and in the sub-figures (¢) and (d)), from both training dataset and Fig. A.4 validation paths. They have a At characterized by a very high variance;
in those validation paths At spans from 10 s to 10~'%s. The prediction accuracy here, while noisier compared to Fig. A.4, is still high, further demonstrating how the network is
very robust to extreme unevenness during both training and inference mode.

21



M. Laurenti et al. Engineering Applications of Artificial Intelligence 137 (2024) 109165

300/ A) K’ 300 b) rrf’r
250 rr 250 1 (Kr
& £
= 200 = 2001
= =
T%’ o
9 150 9 150
3 &
100+ 1001
501 — Train Path 501 —— Train Path
- Predicted Artificial Path - Predicted Artificial Path
0.0 25 5.0 7.5 10.0 125 15.0 17.5 0.0 2.5 5.0 7.5 10.0 125 150 175
Strain(t) % Strain(t) %
300{ C) rrvﬂ"‘[’”‘ 300 ) o
250 1 2501
& &
= 200+ s 2004
= =
B ]
o 150 1 8 150
i )
1001 1001
501 —— Train Path 509 —— Train Path
- Predicted Artificial Path - Predicted Artificial Path
0.0 2.5 5.0 7.5 10.0 125 15.0 17.5 0.0 2.5 5.0 7.5 10.0 125 15.0 17.5
Strain(t) % Strain(t) %

Fig. A.6. (a) GRU Net prediction on synthetic unseen uniform mono-load path; (b) GRU Net Prediction on synthetic unseen uniform multi-load path; (c) GRU Net prediction on
synthetic unseen not uniform mono-load path; (d) GRU Net Prediction on synthetic unseen not uniform multi-load path.
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Fig. A.9. Variational (black) and Normal (green) Encoder-Decoder prediction on the fourth dataset evaluation subset. (a) Random composition at 10 °C; (b) Random composition
at 50 °C; (¢) Random composition at 75 °C; (d) Random composition at 125 °C.
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Fig. A.10. Variational Encoder-Decoder prediction on the fifth dataset evaluation subset. Only the angle values existing in the real dataset are shown. Each image has the prediction
at a specific angle coupled with ground-truth observations. In order there are predictions at 0° (a), 30° (b), 45° (c), 60° (d), 90° (e). In the subplots it can be seen how the
network can correctly model both the shape and the variance of the ground truth observations.
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Fig. A.11. Summary of the predictions obtained by both ED and VED on the six datasets. The networks predictions are overall good, despite the heavy and noisy training datasets.
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Appendix B. Auxiliary tables Appendix C. Dataset hyperparameters
See Tables B.1-B.4. See Tables C.1 and C.2.
Table B.1

Third dataset data composition. The Angle of Testing is 0° in the aged temperatures

due to the reheating process and subsequent internal stress relaxation that removed

any anisotropy from the sample. Table C.1

First, Second and Third dataset hyperparameters.

Number of curves Aging temperature Angles of testing
5 25 °C 45° Hyperparameters First dataset Second dataset Third dataset
5 25 °C 0° VED ED VED VED
5 25°C 90° motor_neurons 4 8 4 8
5 204.4 °C 0° (aged) total_neurons 35 40 35 25
5 274 °C 0° (aged) sparsity 0.303 0.335 0.563 0.422
5 343 °C 0° (aged) n_layers_cfc 1 3 1 1
5 413 °C 0° (aged) key_size 4 8 4 8
query _size 4 8 4 8
Table B.2 value_size 4 8 4 8
. head: 2 2 2 2
Data distribution in the fourth dataset. d::pZut 0.0734 0.0728 0.154 0.104
Temperature 20 °C 100 °C 150 °C 200 °C 250 °C 300 °C layers_fen 5 5 4 3
Lot width _fen 8 128 16 128
A 3 3 0 3 0 3 decay_fcn 1 1 2 2
D 3 3 2 3 2 3 norm True True True True
G 1 1 1 1 1 1 activation sigmoid sigmoid sigmoid relu
I 1 1 1 1 1 1 Ir 81x10% 37x10% 7.0 x 103 3.8 x 103
gamma 0.995 0.998 0.981 0.965
epochs 500 500 500 500
Table B.3
Compositions of the various Lots in the fourth dataset.
Lot Composition
Si Fe Cu Mn Mg Cr Zn Ti
A 056 023 018 007 08 006 002 001 Table C.2
Fourth, Fifth and Sixth dataset hyperparameters.
D 0.67 0.28 0.23 0.05 0.90 0.05 0.03 0.02 YPETP:
G 0.61 0.15 0.17 0.02 0.88 0.05 0.01 0.01 Hyperparameters Fourth dataset Fifth dataset Sixth dataset
I 0.68 0.23 0.20 0.04 0.87 0.05 0.02 0.02 VED ED VED VED ED
motor_neurons 48 8 6 8
total_neurons 35 25 25 30 40
sparsity 0.528 0.441 0.413 0.478 0.508
Table B.4 n_layers_cfc 1 1 1 2 2
Third validation subset composition. Here the composition, strain rate and maximum key._size 4 8 8 6 8
strain were chosen by sampling from the statistical distribution defined by the training query_size 4 8 8 6 8
samples. value_size 4 8 8 6 8
Temp 10 °C 50 °C 75 °C 125 °C 175 °C heads 2 2 2 2 2
Epa 455 x 102 455 x 102 4.55 x 102 6.45 x 102 2.26 x 102 f“’p"“ft 3'124 2'154 2'149 2'043 2'139
2e 1.26 x 104 1.26 x 104 126 x 104 1.58 x 10*  6.88 x 10 aYder;-fcn a2 o os Y .
Si (%) 0.567 0.664 0.632 0.645 0.562 ;‘” N -fm N ) ) ) )
Fe (%)  0.158 0.263 0.228 0.242 0.153 ccay_ten
Cu@) 0173 0.222 0.206 0.212 0.171 norm True False True False False
Mn (%) 0.023 0.063 0.050 0.055 0.021 activation sigmoid sigmoid sigmoid sigmoid sigmoid
Mg (%) 0‘862 0'895 0'884 0'888 0‘861 Ir 54 x 10% 2.7 x10% 7.8 x10% 7.1 x10% 9.7 x 103
Cr (%) 0.051 0.059 0.056 0.057 0.050 gamma 0.975 0.990 0.966 0.986 0.968
Zn (%)  0.011 0.027 0.022 0.024 0.010 epochs 500 500 500 500 500
Ti (%) 0.011 0.019 0.016 0.017 0.010
Temp 225 °C 275 °C 310 °C 330 °C
£ 7.81 x 102 6.05 x 103 6.99 x 102 7.00 x 103
Ae 2.04 x 10° 2.04 x 10° 2.60 x 10> 2.60 x 10>
Si (%) 0.676 0.660 0.585 0.581
Fe (%) 0.276 0.258 0.178 0.174
Cu (%) 0.228 0.220 0.183 0.181
Mn (%) 0.068 0.061 0.031 0.029
Mg (%) 0.899 0.893 0.868 0.867
Cr (%) 0.060 0.058 0.052 0.052
Zn (%) 0.029 0.026 0.014 0.014
Ti (%) 0.020 0.018 0.012 0.012
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