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Coupling continuum to molecular-dynamics simulation: Reflecting particle method
and the field estimator
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We propose a method to induce microchan(fbiseuill flow in a molecular-dynamics simulation by
introducing a partially reflecting “membrane” as a means of driving the fluid flow while conserving particle
number and total energy. We also develop a method to estimate various continuous macroscopic fields from
particle data, based on maximum likelihood inference. A general statistical approach is discussed for coupling
the continuum with molecular-dynamics simulation with emphasis on minimal disturbance to particle dynam-
ics, which is to be fully developed latdiS1063-651X98)15105-X

PACS numbegps): 02.70.Ns, 47.1%j, 83.10.Pp

[. INTRODUCTION diction of incompressible Navier-Stokes equation. Further
complications arise due to the fluid-solid interactions at the
In recent years there has been increasing interest in siminterface, where simple boundary conditions such as the as-
lating dynamical phenomena in statistical systems that areumption of “no-slip” may become inadequa{&]. To
manifest on different length scales. In a fluid flow problem,probe such fine-scale phenomena MD simulaf@hcan be
one can imagine decomposing the domain of interest into ased; since it is often neither possible nor necessary to treat
relatively confined region, to be treated in atomistic detail the entire problem using discrete particles, a method to
and a larger, remainder region where the continuum descrigouple the MD region to the surrounding continuum would
tion is appropriate. The fundamental question then is how tde needed.
optimally couple the atomistic region to the continu[y2]. In a standard continuum description, the Navier-Stokes
From the standpoint of computations at either the micro-equation for incompressible Newtonian flJid], we have
scopic or the macroscopic level, a central issue is how to
determine and impose the proper boundary conditions in an
internally consistent manner. P
In this two-paper sequence we describe an approach to
deal with this problem, which in several aspects can be ) ] )
shown to be mathematically optimal. In the first paper weWhereu is the shear viscosity. For steady state flaw.dt
concentrate on two methodological developments, one is 0. and ignoring gravitational body force', the forces that act
method to drive fluid flow for use in molecular-dynamics On the fluid come from the pressure gradient teffiP and
(MD) simulations, the other is a method to estimate continuth€ viscous termuV2v, which means that the fluid under
ous macroscopic fields of density, temperature, and velocitgonsideration should only be pushed by other fluids.

— ; ; ; ; To simulate fluid flow in MD we imagine aegion of
x),T(x),v(x)} using the discrete particle data given by an. ) ) e
Mé )sim(ullltién)}Whilgwe demonstrpate that eacgl methzd i nterestC where the fluid atoms are not subjected to artificial

useful for its own purpose, they can be combined in a gen_orces or constraints, and another regidnsufficiently far

eral scheme for coupling continuum and atomistic simula2Way fromC where actions are applied to the particles to

tions. This is the subject of the second paf@irwhere we achieve the des!red flow cqnditions. 3ecau$e of molecular
develop a procedure for imposing desired thermodynamighaos’ perturbations to particle dynamics W.'" decay over a
field boundary conditions in an atomistic simulation, utiliz- distance of a few mean free paths, thl.JS setting a lower "”?'t
ing the information given by the field estimator; it can be for theC-A separation. What we have' n mmd, In €SSence, 1S
formulated as a transformation that is optimal in the sensé fgedback Contro-llsystem Where actlonsmry:ause Fhe pre-
that it will minimize the artificial disturbances to particle Scribed flow conditions to be induced éh while particles in
dynamics. C still follow their natural dynamics. In fact, a fluid atom in
C should not be able to distinguish any difference with real-
ity, and how the flow is induced should be irrelevéior us,
of course, there is the problem of cost effectiveess
Current methods simulating the Poiseuille flow seem to
Consider Poiseuille flow in a narrow channel where com-all into two types, the first may be called the “gravitation
pressible fluid enters and leaves under a pressure differenceethod,” [8] where a constant artificial acceleration field is
Pin— P ou>0. In the channel, body forces will be neglected. imposed on all the atoms of the fluid. In our opinion there are
As the channel width decreasesgmn range, it is expected three unsatisfactory aspects to this approdthin order to
that significant variations in density and temperature will oc-induce appreciable flow the acceleration field would need to
cur such that a nonlinear pressure drop develops along tHee as high as 2 times the earth’s gravitation. As a conse-
channel4], a behavior that is different from the simple pre- quence, significant kinetic-energy rescaling is required to re-

ot

ov
—+v~Vv)=—VP+,uV2v+pg, (2.0

Il. REFLECTING PARTICLE METHOD (RPM)
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FIG. 1. The reflecting particle method. If a fluid atom crosses ® Solid wall atom (fixed)
x=0 from left (x=Ly) to right (x=0%), it passes through 100%; O Fluid atom .

but if it crossesx=0 from right to left, then it could be elasticly
reflected with probabilityp. The membrane is otherwise transparent

. . . -
in the sense that particles on two sides can interact. FIG. 2. Setup of the simulation cet=0" andx=L, are two

sides of the RPM membran@ee Fig. 1, which drives the fluid
flow. The nozzle consists of two units of fixed fcc solid wall atoms

not recover the Navier-Stokes equati@l) unless the because pressure variation near the membrane is big; other wall
di VP i Sd qu b 1) uniess pris- atoms are movable. Between the nozzles the correct particle dynam-
sure gradient- Is assumed to be constant everywhere.i.q can pe assumed to be restored, thus becoming our region of

(3) The effects on local dynamics induced by constant accelyerest c.

eration are quite different from those induced BWP,

which have microscopic spatial and temporal fluctuations asbrane has no other effects on the atoms; atoms interact with
sociated with molecular collisions. Besides these drawback€ach other across the membrane in the same manner as any-
the rescaling of kinetic energy to remove heat will also dis-where else in the fluid.

turb the particle dynamics. It is intuitive that in the present setup the fluid would be

The second approach to simulating Poiseuille flow may belriven in the direction of free pagsall this thex direction,
called the “reservoir method’[9], where artificial particle and let the membrane be locatedxat0), and a negative
source and sink, at the two ends of the simulation cell, argressure gradientAP/AX<0) would be established. It is
maintained at different pressures. This approach is similar imlso clear that since no new particle or energy is injected at
spirit to our method; however, there are differences in imple-any time, the particle number and total energy of the system
mentation. In the existing method, in order to maintain theare conserved, thus allowing steady state flow to be possible.
inlet reservoir, the source region is compressed every fewloreover, one does not encounter situations where particles
hundred steps and new particles are injected into the empffind themselves in energetically unfavorable positions, which
space. The source reservoir takes about 1/4 of the entirgan occur in methods using random particle insertion. It will
simulation cell which amounts to a considerable portion ofbe seen below that our method does not require extra kinetic-
the computational burden. Also, the compression-injectiorenergy rescaling, the total energy being as well conserved as
procedure may not give a very smooth and steady flow. in any bulk liquid simulation.

Our aim is to simulate fluid flow inside a microchannel To illustrate our method we consider three-dimensional
with minimal unnatural perturbations or constraints. It is wellmicrochannel flow(see Fig. 2 of liquids in which the atoms
known that this process, whether in steady state or not, iiteract through a Lennard-Jones 6-12 potential with radial
dissipative in that the work to drive the fluid flow is continu- cutoff at 2.2r [5]. Periodic boundary conditions are imposed
ously transformed by viscous action into heat, which therin all three directions. Notice that translational invariance
must be removed from the simulation cell. Other require-does not hold in the direction because of the membrane at
ments which one could demand in setting up the pressure=0. Along thez direction the channel, with widthv, is
difference between inlet and outlet are current conservatiobounded by two parallel solid walls consisting (601) lay-
(such that steady state is attaingbleasy implementation, ers of fcc planes with atoms interacting via a stronger
and smooth approach to steady state. Lennard-Jones potential, same but with €,,=5€y;

We propose a simple method for driving fluid flow which =5e¢;¢, such that at the fluid temperature it is in solid phase.
satisfies these requiremerisee Fig. 1 The method consists Also, the wall atoms are given a larger mass,&5m;).
of introducing a fictitious membrane to act as a filter to allowThe choice of these parameters leads to an intrinsic wall
atoms crossing from one direction to pass through withoutength/time scale comparable to that of the fluid, thus en-
hindrance, while atoms crossing from the other direction aréancing fluid-wall coupling. The first two units of the wall
elastically reflected with a certain probabilip The mem-  atoms neak=0 are fixed(to serve as nozzl¢because pres-

move the heat generate@) In the continuum limit one does



57 COUPLING CONTINUUM TO MOLECULAR-DYNAMICS ... 7261

12 — . . . . — 0.08
0.07

0.06

o
)
T

0.05

0.04

0.03

fluid density
(=]
(=2
T
flow rate (atoms/reduced time)

o
b
T

0.02

0.01
0.2r

~0.01 L ' 1 L I : L

FIG. 3. Average cross-sectionaf) fluid density. The vertical FIG. 4. Average cross-sectional fluid flow rate. The way data
dotted lines indicate the theoretical positions of fluid-solid inter-are measured is explained in Fig. 3.
faces. Empty circles are results by dividing the entire cell into

100x 100 bins inxz, and average ovex in the region of interest ,5re helpful to look at the flow rate<pv,) rather tharv, .
(between the two nozzlesThe solid line is its interpolation. The average cross-sectional flow rate is shown in Fig. 4. One

(&an see that the overall shape agrees well with the parabolic

sure variation near the membrane could be large, and to p . . . . .
vent mechanical failure at other parts of the channel we atE.)rOflle prgdlcted by the mcompressmle Ngwer-StoKes equa-
tion, and is smoother than either the particle density or the

tach fourth-order springs to the wall atoms, which under : ; . . : ;
normal conditions should not influence the equilibrium Iat_veloclty profile. Microscopic details such as layering near the

tice dynamics of the solid solid walls can still be distinguished.

O(N) efficiency can be achieved in the calculation by IT'he s}refst d(ljsglbutltqgf(%.z—Pi.j).tk;rougthoutt the c?an- .
dividing the simulation cell into a number of bikexploiting ne' 1s calcuiated by attributing pair Interaction terms 1o par

the short-range nature of the interactipnEach bin main- centers, and “kinetic energy” terms to particle sites. It is
tains a list(the bin lish of all the particles inside and each found that the diagonal elements of the stress tenBgy,(

particle maintains a neighbor list, whose range is slightlypyy’ P,,) are reasonably close to their average in the ﬂ!“d.
larger than the potential cutoff. A “flash” condition is de- stream. Thfa average cross-sectional shear stress p.roflle is
vised for updating the neighbor lists of atoms. The neighbo _hown n F|g: 5, one sees th_at near the_ stream CW?'S
lists make force evaluation®(N), and the bin lists make inear withz, in agreement with the C°”“r?““m SO|U'FIOI’].
updating the neighbor list®(N) (because updating is re- M|dstreaLnPXX (_avle;r_ag%d a(;]ross t::e mldQIelldS bW:fl-_
stricted to atoms in the nearby 27 bins if the bin size jsSUSX aré shown in Fig. 6, where the vertical dotted lines

greater than the neighbor list rag@®ata dependency be- indicate positions of the two fixed fcc wall units near the
tween bins includes force evaluation, neighbor list maintain XPM membrane. In between the dotted lines we regard the

ance, and particle transfer. The code has been implementé’&”tide dynamics to be essentially restored, and it becomes

on both single processor workstations and on parallel shared
memory SMP’s with excellent speed scaling.

In order to compare with literature resultS], we have
studied Poiseuille flow with average reduced temperature 1. ,
and reduced density 0.81 for both fluid and wdlD]. The
simulation cell is 51.6(5.1X 12.7 in thexyz directions and
contains 1783 fluid atoms and 900 solid wall atoftweo fcc o1r
layerg. The run length is X10° time steps(step size
=0.005). The reflection probability is chosen to be 1. % o
After equilibrating for 40 000 steps, the RPM is activated at
x=0 for another 40 000 steps before starting to accumulate
properties in 108 100 meshed bins along. Flow rates are
measured to be 3.093).007 atoms/reduced time at many

different x’s; the small variation along indicates that 02
steady state is well achieved.

The average cross-sectional fluid density is shown in Fig.

0.3

-0.1

3, where the vertical dotted lines indicate the positions of the 08 2 7 éz 8 o 2
fluid-solid interfaces derived from the solid densftgttice
parameter(4/p)3~1.7). FIG. 5. Average cross-sectional local shear str&ss=£ — 7,,).

As the fluid density varies significantly near the wall, it is The way data are measured is explained in Fig. 3.
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~f dQjjv; ;+ (interfacial friction), (2.4

where f,(f,) is the rate of particles hitting=0 from left
(right) when the system reaches steady state, based on an
estimation of the entropyS=KkgIn(}) extraction rate. The
rationale is thatf the membrane does not act, then in a unit

P — : : : : : : : st period of time, the macroscopic parameters specifying the
5 10 15 20 25 30 35 40 45 50

X system aref, and f,, which corresponds td:%ﬂf”l
FIG. 6. Midstream pressuré(,) with respect tox. The vertical ~ + f)!/f;! f,! microstategways of crossing after the mem-
dotted lines indicate the positions of the nozzles. Stars are resultsrane interferes it is changed @}flﬂ’fZ, as the system can-
1

. L . . T +f,
obtame_d by d|V|d|ng_the entire cell into 180100 bins inxz, and not distinguish between atoms that hit from the right and get
averaging over 15 bins near=L,/2.

reflected and atoms that originally hit from the Igf8]. The

our region of interest;. The main objective of this method, ﬁfiSt term on the righthand SIdRHS) is the dissipation

that of buildi diff bet " d ernel (heat generation ratentegrated inside the fluid bulk
at o building up a pressure difierence between two ends 7], assuming the continuum approach to be applicable. The
the channel, is seen to be realized, and its linear decay alo

the ch LiC is i t with the simol i cond term, due to interfacial friction, is more involved but
e channel It IS in agreement wi € simple continuum ;¢ expect it to be small when there is no “stick-slip” mo-

solution. Over the entire region temperature variation is Ies,?1 ;
; N > “Yion [11]. The left-hand sidéLHS) and RHS are equated b
than 5% and density variation is less than 6%, thus in thig, f[um]jamental relatioilTIAg:A()Q u 4

illustrative example fluid properties are not significantly al- Overall we should have the number balance equation,

tered along the flow to produce a nonlinear pressure drop.

We expect that with increasing channel length, one will be f,—(1-p)f,=J, (2.5

able to observe nonlinear behavior, signalling that the simple

Navier-Stokes solution can no longer describe the entirédo hold at steady state, whedeis the total flow rate.

channel. Equation(2.4) has been explicitly verified by simulation
For a quantitative comparison with the continuum de-for many cases and is found to hold quantitatively in most

scription (2.1), let us calculate the fluid shear viscosjiy  situations. Assuming the continuum treatment to be valid, we

using the measured total flow ratend the pressure gradient can write for the heat generated by viscous dissipation inside

—(AP/AXx) achieved in this simulation. Assuming E@.1)  the fluid[7],

is correct, the velocity field should be 2 3 2
dQ dv,\? LyLyw3/ AP
E:J'dQTijUi,j:fdQ/-L =

1 AP\[[w)\? ) dz 120 |\ Ax) "’
vy(2)= ﬂ( - H) (5) -z, 2.2 (2.6)
so the total flow rate should be which is to be balanced with the entropy extraction rate at
the membrane.
w2 1 AP\[[w\Z —pAPL W3 Table | summarizes all the simulation results for the
‘]:PLYJ'W/Zﬂ - H) (E) —z7|dz= RTINS above 51.6¢5.1x 12.7 system with different reflection prob-

2.3 ability p’s. Depending on the magnitude pf the simulation

run length varies from % 10° to 3x 1(P timesteps until all

Taking J=3.093, p=0.81, Ly=5.1, w=L,—2(4/p)® relevant quantities have fully converged;, is then calcu-
=9.29, and obtaining- (AP/Ax)=0.027 65 by least-square lated using Eq(2.3), and is used to evaluate E@.6).

fitting of Fig. 6 insideC, we getug, =2.47, which is in fair Figure 7 compares the LHS and RHS of EQ.4) with
agreement with the value=2.14 obtained entirely indepen- varying p’s. The agreement, when GJp<<0.8, is within
dently from a bulk liquid simulatiofl]. 15% as the dissipation rate varies by two decades in the

As a subtle feature of the RPM method proposed here, weange. If we take into consideration all the possible errors
find that the heat generated by viscous action inside the fluidnd ambiguities involved in evaluating E@Q.6), such as that
and by possible fluid-solid slip at the interfackEl] is actu-  pmigstreamiS NOt €xactlyp andw may plausibly take values
ally removed by constant entropy extraction through the acether tharlL ;— 2(4/p)*", this is remarkably good agreement.
tion of the membrane, which in effect constitutes a “Max- In particular, the parts of the fluid that are near the membrane
well's demon” system[12]. To quantify this claim we (see Fig. 6 can not be taken as normal fluid, in contrast to
propose the following heat balance equation: what is assumed in deriving E¢R.6), and they tend to be
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TABLE I. Verification of the heat balance equati¢h4).

p 0.050 0.100 0.150 0.1875 0.225 0.300 0.400 0.500 0.600 0.700 0.850 1.000

fq 18.2322 17.7521 17.2971 16.9136 16.5921 15.8123 14.5614 13.3660 11.8653 10.2939 7.1772 3.0934
f, 19.0759 19.5294 20.0876 20.3828 20.8076 21.6837 22.9158 24.4480 26.1611 28.3762 32.3390 38.0656
—AP/AX 0.00068 0.00144 0.00227 0.00313 0.00420 0.00544 0.00744 0.01006 0.01285 0.01564 0.02115 0.02765
Msim 1.8291 2.0793 2.8100 2.4567 25776 2.3700 24689 2.5100 2.5100 2.4000 2.4900 2.4700
LHS 0.0056 0.0184 0.0360 0.0725 0.1173 0.2220 0.4055 0.7660 1.2306 2.0246 4.0097 10.9804
RHS 0.0044 0.0174 0.0318 0.0696 0.1188 0.2170 0.3904 0.7020 1.1423 1.7734 3.1262 5.3843

more “turbulent” than fluids inC and thus should generate

more heat. So the observation that the LHS of E34) is Pa:Qali E%na 1,
consistently a little higher than the RHS seems to make
sense. —
A much bigger system (76:510.2x20.4) with 10 179 Va=(Vi)icbina 3.9
fluid atoms and 2700 wall atoms has been studied in a 1 — 0
1 000 000 time step run witp=0.3, under the same tem- To=D"X|Vi—Val)i cbina -

perature and density conditions. All the qualitative features - S
of our discussion above remain valid although the system idhe set of value$p, . T,.v,} will represent a spatial distri-
now closer to a continuum. We find tha{=56.8445,f,  bution.

—73.8267,— (AP/Ax)=0.003 624, and the inferregg;, However, one could ask whether Eg.1) is the best one
—2.37. In the heat balance equation, the LHS gives 1.7698an do, or the given patrticle information has been optimally
while the RHS gives 1.7681. utilized. For the purpose of obtaining continuous streamlines

of a flow field, it may turn out that the bin-averaged results

{pa:T4 Vo are not sufficiently smooth so that additional
Il. THERMODYNAMIC FIELD ESTIMATOR interpolation is necessary. Also, in dividing the cell into bins
. ) i one may be forced to compromise between spatial resolution
The problem we raise is the following. Given a set of og grafistical accuracy, which often does not lead to a sat-
particle datawe assume the particles to be of the same typei’SfaCtOI'y solution.

with reduced mass)L{(x;,vi),i=1,... N}, whereN is a  gn505e we assume that the particles of interest conform
large number, how does one determine the corresponding 5 |ocal Maxwellian distribution

spatial distributions of field$p(x),T(x),v(x)}, which have
meaning in the continuum approach. A conventional way to dP="fy(x,v[{p(x),T(x) ,V(X)})dxdv
proceed would be to divide the cell into bins, and average
over each bin:

= p(x)dx- ! exp( — |V_V(X)|2)d
P [27T(x)]°2 2T(x) |7

10 b il 3.2

whereD is the dimensionality of the system and we have
5 taken kg=1. This assumption can be explicitly checked
o | ® . | whenever necessary; theoretically it should hold quite well
¥ when the field gradients are small and the transients have
® died away. We now propose a method that directly gives
® continuous field distributions from particle data, based on the
. ® | concept of maximum likelihood inferendé&4] in statistics.
® One picks a spatial basis s¢ff|(x),1=0, ... L—1}, typi-
% *  estimated TAS term (LHS) cally low-order polynomials, and expresses the f®ldsay
© estimated AQ term (RHS) IB(X) = 1/T(X), as

O %

L-1

E BOO=2 BT (%) (33
0 0.1 0.2 03 0.4 05 086 0.7 08 0.9 1 1=0
Reflection probability p

One then maximizes the total probabil®y; given the set

FIG. 7. Simulation verification of the heat balance equationof data points{(x; ,vi),i=1 N}
(2.4), with different reflection probability’s. The LHS and RHS of vt
Eq. ( 2.4 are both theoretical predictions of the system dissipation N

rate under steady-state flow, one based on the proposed entropy P({bl}):H fu(X; ,Vi|{p(X),T(X)=,371(X),V(X)})
extraction rate from statistical mechanics, the other from the con- i=1

tinuum mechanics dissipation kernel. (3.9
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with respect to the coefficientfb},1=0,... L—1. The ' ' ' ' N ' ' ‘
maximum is then regarded as the most “probable” field dis- - ’ . :
tribution in parameter spacgh,}. In this case we assumed 25}
the other two field(x) andv(x) to be known[15].

In general the fields should be treated altogether. Fron
Egs. (3.2) and3.4) we see that

N T e . N R
D Xi) | Vi — V(X sF - . oLl 1
nP=, | g -2V M e aF
-1\2 2
N
+ > Inp(x;)+ const. (3.5
i=1 oo . . : R
So the density field is decoupled frofii(x),v(x)} and can e e ek e
be treated separately. From now on we will consider only R S L SN T S S R VL S
— . . . 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
T(x),v(x) fields, which have * D functional degrees of X

freedom.
We have implemented the scheme using Chebyshev poly- G, 8. snapshot of a 2D liquid system with 500 atoms that is
nomials, which have better numerical Stablllty tl’{aﬁ},s of heated on one S|de(é 1) and cooled on the othexéo), where
the same order16], as the basis set. F@r>1 dimensional dots represent discrete particle positiond @nd kinetic energies
system one can use their products as basis functions, such @§. A sliding bin average with size= 0.12 was taken to give the
zig-zag curve, representing an instantaneous temperature profile;
Timn(X) =Ti(X) Tm(Y) Ta(2), our method [ =4) gives the smooth curve.

if the field has 3D variation. als as a basis set, which is equivalent to choosing “priors” in

By noticing thatv(x) appears in Eq(3.5 only in a gatistical inference with known knowledge.
squared form, we used a two-step relaxation procedure rather ysing low-order polynomials as the basis set to represent
than minimizing all the coefficients at once. Givg(x), the  the fields is the crucial difference when comparing the
field v(x) was relaxed by solving a linear set of equationspresent method with bin averaging, E8.1). The latter can
using the Cholesky decompositiph6] method, in the same be shown to be equivalent to using nonoverlapping staircase
manner as in the least square fitting problem. This defines functions (idealized asé functiong as the basis set in the
function operationally that only depends @ix). We then same maximum likelihood inference formalism. Thus, in
relaxed B(x) using the Polak-Ribiere conjugate gradientcontrast to representing the temperature profile in Fig. 8 us-
minimization algorithm, with force function evaluated by nu- ing three or four polynomials, the bin averaging represents
merical differentiation. the same field using hundreds o&‘functions,” which com-

To demonstrate the power of this method, we consider @letely ignores any spatial coherence of the data between
simple liquid in a two-dimensional system that is heated oradjacent bins. We know that the true temperature profile
one side and cooled on the other, with the simulation celmust be a continuous and smooth function irrespective of the
mirror-reflected to form a periodic structure. An instanta-thermal noises, nor can it be of strange shape under such a
neous snapshot of the system is takiiy. 8) where the dots simple setup. The utilization of this spatial coherence knowl-
represent discrete particle positiong @nd kinetic energies edge is the reason why polynomial basis sets often exceed
(y). A sliding bin average with bin size 12% of the entire bin averaging in performance, especially when the fields are
cell was performed to obtain the zig-zag curve as a represesmooth in a regularly shaped domain; on the other hand,
tation of the instantaneous temperature profile. As can bander special circumstances, a localized basis may well be
seen this result is strongly fluctuating. To reduce the fluctuahelpful when used concurrently with a delocalized basis, in
tions one could increase the bin size at the cost of losingnalogy with the situation in electronic structure calcula-
spatial details. tions.

Using the proposed temperature field estimator with 1D For a specific problem the number of polynomials one
spatial dependencelL&4), we obtain the smooth curve should use as basis should correspond to the largest possible
shown in Fig. 8. It is seen that while the thermal noise isfield variations one expects to encounter, to the same order
effectively suppressed, the continuous representation goes its Taylor series expansion, this field can be satisfactorily
through the bin-averaged curve in a very reasonable mannesut off. In practice, however, one needs to balance truncation
The physical origin of the method, rather than soadehoc  error with statistical error, i.e., a smaller basis set should be
smoothing criteria, lends confidence in the meaningfulnessised when the data are scant, otherwise thermal fluctuations
of the estimation, in the sense of optimal inference from thecould dominate the result. For an optimal choice of polyno-
data given. Because the estimator is insensitive to thermathial order, a detailed mathematical analysis is needed. But a
noises, we expect the time evolution of the temperature prorial and error procedure could be the following. One first
file to be slowly varying until it eventually becomes a proposes a smooth field that has approximately the same
straight line. The fact that small deviations from a linearmagnitude and variations as the field to be estimated. Then
profile are expected justifies the use of low-order polynomi-one generates artificially a set of “particle data” according
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FIG. 9. Streamline plot of 2D fluid flow driven by RPM, with FIG. 10. Corresponding bin-averaged ¢680 mesh plot of the
arrows indicating the flow direction. The continuous velocity field velocity field, using the same set of particle data as in plotting Fig.
is given by the thermodynamic field estimator, based on particl®. The dots indicate the centers of bins and velocities are drawn
data(system size= 2000 atomsin 50 000 time steps during an from them after scaled by 5.

MD simulation. The cell size i$0,00—(150,50, with a wall barrier

of fixed atoms(denoted by doisin the midstream. The fields are for the same set of particle data. The averagef the entire

estimated inside a rectangular domain (@0,0—(140,50 using system is 0.708.

maximum likelihood inference, by expansion in a continuous and  Several interesting features can be noted. The first is that

slowly varying basis set. the “no-slip” condition holds rather well near the fixed ob-
stacle, as the velocities nearby are very snialien around

to the proposed field and E¢B.2), whose size is the same as the edgek and in the region occupied by the two vortices.

the actual data set. Lastly, one feeds the data into the estjVe are confident that the vortices are not numerical artifacts

mator. After repeating the process for a number of times, th&ecause the qualitative features of these streamlines do not

order that gives the best average resemblance to the proposgipnde when we vary the basis sets or the domain of estima-
field is the optimum choice. tion; they are also vaguely discernible on plots of meshed bin

As another illustration of our method we sheig. 9 the averages. Additionally, the_ oqter streamlines_that start from

streamline plot of fluids flowing over a solid obstacle lying x=20 appear o be quantltanvel.y stablt_a agam;t changes In
: o C the estimation procedure. What is also interesting is that the

perpendicular to the flow.d|rect_|on. The flow is driven by thevortex configurations seem to be time dependent, i.e., they
RPM. To make ev_erythlng simple we use a 2D syste 0 not reach a steady state when other parts of the field do.
(150% 50’ ZOOQ part|clesT=.1.T'-'>5, mass 1) with -Llenn-ard- This is reasonable in that the behavior shown in Fig. 9 cer-
Jones interaction, and periodic boundary condition inythe tainly is not in the steady state because mass must be con-
direction (no wall). The obstacle consists of three layers of sered, and there are no sources at the vortex centers. This
fixed atoms with atomic separations 1 and occupyKig means that using the same estimation procedure and the
=[74,76],Y=[16,34], which interact with the fluid atoms in  same number of sample data but at different time intervals
the same way as the fluid-fluid interactioR (=2.5). The  during a simulation run may give different vortex shapes.
reflecting probabilityp is set equal to 1, and to further in-  To make contact with the continuum results, the Reynolds
crease the driveiyvo RPM membranefl7] are employed in - number Re= pv L/, for the flow under discussion is around
series, one ak=0, the other ax=3. Over a period of 10, so one may be tempted to compare with vortex genera-
50 000 time steps, 200 000 particle data are collected, witlion in similar fluid mechanical scenari§g]. However, the
particle positions and velocities sampled in 500 time-stefact that the flow speed is very high compared to thermal
intervals to eliminate redundancy due to correlation. Thesgelocities and that there is significant density variation along
are then fed into the general field estimator defined in tthe flow means that the present situation cannot be fu”y
rectangular domain(20,0—(140,50 [18], which employs treated by a continuum description.
four (=2X2) basis functions for the temperature field and
121 (=11X11) basis functions fov, v, fields. The stream-
lines are plotted after the continuous temperature and veloc-
ity fields have been obtained. Starting at chosen initial posi- In this work two problems are addressed that pertain to
tions, which are equally spaced points in the up-streanmolecular-dynamics simulation of fluid flow. For studying
region and several points in the down-stream region relativ®oiseuille flow the reflecting particle method is shown to be
to the obstacle, the positions are determined by integrating physically simple and computationally effective method
the velocity field(symmetrized betweey and 50-y) for-  that does not involve adding artificial body forces; its prin-
ward in time using the leapfrog algorithm. For comparison,cipal virtues are ease of implementation and good conver-
Fig. 10 shows the bin-averaged velocities usingk80 mesh  gence behavior. That this method has an intrinsic mechanism

IV. DISCUSSION
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for entropy extraction is particularly noteworthy; conse- particle data from thentire C region. A central control al-
guently the need for temperature rescaling during simulatiogorithm now compares the estimated current fields with the
is eliminated. The thermodynamic field estimator is simply adesired fields o@C, and sends high-level instructions to the
systematic way to represent discrete particle data in terms @farticle controller acting ind. We will show through ana-
continuous distributions. Although it is presented in thelytical arguments that an “optimal” particle controller in
present context of fluid flow simulation, the utility of this 5¢t exists, in the sense that its mapping from one distribu-
representation clearly extends to all types of discrete-particlgon to the other creates the least disturbance to a random

simulations. _ variable sequence.
While each of the two methods discussed can be used opce we know how to impose general field boundary

separately in a variety of applications, we have in mind toconditions on a MD system in a least-disturbance or no-
combine them in formulating a general approach to couplgjisturbance manner, as the above discussions outline, we can
continuum with molecular-dynamics simulation. As men-compine a continuum solver with MD simulation through the
tioned in the Introduction, our interest lies in a scheme,gchwarz iteration formalisni2,19]. This will enable us to
where macroscopic field boundary conditions can be imstdy steady-state fluid flow treating the continuum and ato-
posed on an MD system in a feedback control manner. As Wgyistic aspects on equal footing. The attempt to couple com-
will present in the second papg8] this coupling can be pytational techniques on different scales has counterparts in

implemented by introducing a three-region approach. Thejher areas of simulation resear@o].
aim is to ensure that the region of inter&stcore has the

desired field boundary conditiorsnd the natural particle

dyqamics. A _so-galled particle controller actg inan oyter MD ACKNOWLEDGMENTS
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