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The Los Alamos codeicNp4A (Monte Garlo N-Particle version 4Ais currently used to simulate a
variety of problems ranging from nuclear reactor analysis to boron neutron capture therapy. A
graphical user interface has been developed that automatically sets mgnhea geometry and
radiation source requirements for a three-dimensional Monte Carlo simulation using computed
tomography data. The major drawback for this dosimetry system is the amount of time to obtain a
statistically significant answer. A specialized patch file has been developed that optimizes photon
particle transport and dose scoring within the standaotiP4A lattice geometry. The transport
modifications produce a performance incre@sember of histories per minytef approximately

4.7 based upoa 6 MV point source centered within a B0x 30 cn lattice water phantom and
1x1X 1 mn? voxels. The dose scoring modifications produce a performance increase of approxi-
mately 470 based upon a tally section of greater tharl@ lattice elements and a voxel size of

5 mnt. Homogeneous and heterogeneous benchmark calculations produce good agreement with
measurements using a standard water phantom and a high- and low-density heterogeneity phantom.
The dose distribution from a typical mediastinum treatment planning setup is presented for quali-
tative analysis and comparison versus a conventional treatment planning systet@98cAmeri-
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[. INTRODUCTION mary or secondary photon collision. The effects of bone het-

] . ] erogeneities such as the femoral heads is also in question
Radiotherapy treatment planning has evolved considerably igjnce no heterogeneity correction accounts for the dose per-

the last 25 yr with advances in computer hardware, image, hation due to differences in atomic number. These types

display, and plan evaluation tools. The calculation algo'of studies emphasize the need for a dosimetry analysis tool

ods such as a convolution calculation or the Monte Carlq,, . . .
12 . : ith respect to the current dosimetry algorithms for radio-
method.© The Photon Treatment Planning Collaborative . .
therapy planning, only the Monte Carlo method is currently

Working Group produced a comprehensive document evalu-

. . . oo able to account for all aspects of photon and electron trans-
ating the role of three-dimensional treatment planning in the ort within a heteroaeneous medium
treatment protocols for eight different anatomical sit@he port withi 9 us um.

study evaluated various aspects related to three-dimensionél IT the har.ea of radiotherapy trea]'fn:ent Ipflannlng, . Mog.tfe
treatment planning including calculation algorithms, dose- arlo techniques represent a powerful tool for studying dit-

volume histograms, uncertainty analysis, numerical scorinﬁcu" radiation transport problems such as the effect of tissue

of treatment plans, and inhomogeneity corrections. The gerl1€térogeneities and the separation of primary and scatter
eral conclusion states that a three-dimensidgaD) treat- ~d0S€ components. The major drawback for this type of ap-
ment planning system can significantly improve the planning’f@ach has always been the amount of time necessary to
process, allowing the clinician to evaluate the dose distribuProduce a statistically meaningful result. With recent im-
tion based upon volumetric analysis using dose volume higProvements in computer performance, however, the idea of
tograms and biological end points such as tumor controfoutine treatment planning using Monte Carlo dose calcula-
probability (TCP) and normal tissue complication probability tions has moved much closer to reality. The UCLA Depart-
(NTCP). The analysis of inhomogeneity corrections revealednent of Radiation Oncology is one of several institutions
many deficiencies regarding current CT-based correctiothroughout the United States and the world that are actively
methods. Using the one-dimensional effective pathlengtlleveloping Monte Carlo-based dosimetry systems including
(EPL) method, the group showed significant differences inthe OMEGA (Ottawa Madison Hectron-Gamma Arange

the corrected plans for lung tumors and smaller differencegroject at the University of Wisconsfit, the PEREGRINE.

for the other treatment sites. The final results are still inAll Particle project at Lawrence Livermore National
question due to the inability of the EPL correction to account_aboratory?=8 the SBNCT(SUNY Boron Neutron Gipture

for the transport of secondary electrons produced from a priTherapy project at University Hospital SUNY,and NCT-
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TasLE |. Element breakdown and density range for the five primary tissue types used with the CT-based
geometry simulation. The weight percent for each element is taken from ICRU44.

Lung Fat Water Muscle Bone
CT# range —930=—200 —200=-5 -5 +5 +5&+280 +280= +1000
p range 0.05-0.65 0.85-0.98 1.00 1.06-1.26 1.48-2.10
H(Zz=1) 10.3 114 111 10.2 3.4
C (Z=6) 10.5 59.8 14.3 155
N (Z=7) 3.1 0.7 3.4 4.2
O (Z=8) 74.9 27.8 88.9 71.0 43.5
Na (Z=11) 0.2 0.1 0.1 0.1
Mg (Z2=12) 0.2
P (z=15) 0.2 0.2 10.3
S (Z=16) 0.3 0.1 0.3 0.3
Cl (z=17) 0.3 0.1 0.1
K (2=19) 0.2 0.4

PLAN at Tufts University and New England Medical Center tron energy-loss straggling using the Landau distributfoi.
Hospitals'® We are currently simulating all coupled photon—electron

The purpose of this study is the development of a photomproblems using a modified version mEnP4A, which incor-
and electron based dosimetry tool using the Los Alamogorates the electron transport modifications.
codeMCNP4A (Monte Garlo N-Particle, version 4A MCNP4A The conventionaMCNP4A geometry package consists of
is a generalized Monte Carlo code capable of simulatindirst and second degree surfaces and fourth degree elliptical
coupled neutron—photon—electron problems using a threderi. On the basis of the simulation geometry, the user de-
dimensional, heterogeneous geometry systethThe boron  fines all surfaces and then combines the surfaces via Boolean
neutron capture groupgSBNCT,NCTPLAN use MCNP as operators to form cells. Attributes such as importance
the dose calculation engine for their treatment planning sysweighting, energy cutoff, and material define each cell. In
tems and have thus far developed their systems using treddition to the conventional geometry packagenP4A sup-
MCNP lattice geometry with a relatively coarse simulationports a nested lattice feature. The user defines one bounding
voxel size of 1 cri The scope of this paper will concentrate cell, one lattice elemerthexahedral or hexagonaknd the
on three primary areas; manipulation of the generalized feasrigin of the bounding cell. The code will automatically fill
tures of the code for CT-based photon and electron dosimeahe bounding cell with the lattice element starting from the
try applications MCNP4A input modifications and algorithm origin, creating a 3-D matrix of voxel elements.
development, and radiotherapy dosimetry examples.
Il MATERIALS AND METHODS B. Applications and the RTMCNP preprocessor

The MCNP4A Monte Carlo code requires a user defined
input file containing the applicable geometry, source, and

MCNP4A will run on a variety of hardware platforms and tally parameters. We are currently developing RTMCNP
supports a wide variety of tally/scoring features and variancéRadiation Therapy MCNRP, a preprocessor that provides a
reduction schemes. The photon physics treatment includdsendly interface between the user and thenr4A com-
incoherent and coherent scattering, photoelectric absorptiomand structure. The lattice geometry will accept heteroge-
(with fluorescent emissigrand pair production. The electron neous material data by filling the lattice with different mate-
transport physics are based upon the Integrated Tiger Seriesl designations. RTMCNP automatically converts raw CT
(ITSv1.0 of codes'® a series of Monte Carlo transport codes data from the UCLA_Rture Archiving and ®mmunication
(TIGER, CYLTRAN, andACCEPT) that originated from th&T-  System (PACS network into a manageable number of ma-
RAN (Electron TRANspoitcodé* developed by Berger and terial designations. The CT data is binned into six major
Seltzer at the National Bureau of Standards for couplednaterial groups; air, lung, fat, water, muscle, and bone. The
electron—photon transport calculations. Rogers and@pproximate CT tissue ranges are taken from the data of
Bielajew'® have previously analyzed the energy-loss stragAlfidi et al!® and verified using a GE9800 CT scanner. The
gling formalism of earlier versions cfTRAN upon which  elemental composition for lung, fat, muscle, and bone was
ITSv1.0 is based. They show that tBERAN/CYLTRAN treat-  obtained from ICRP23 and ICRU44° and is listed in Table
ment of collisional energy loss underestimates the energiy; The six primary groups are further subdivided with respect
loss in thin slabs of water by up to 10% between electrorto density for a total of 17 material designations. The density
energies of 1-50 MeV. The Monte Carlo transport methodwvariations are based upon the CT scanner calibration curve
group at Los Alamos has successfully upgraded the MCNRelectron density versus Hounsfield numband the linear
electron physics algorithms to ITS version 3.0. ITSv3.0relationship between mass density and electron defistty.
implements several corrections for correctly sampling elecRTMCNP currently supports all geometric parameters for

A. The Monte Carlo code system
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simulating the bremsstrahlung and electron contamination 1.37
spectrum from the Philips SL-15 and SL-25 linear accelera- Jmm o
tors. The preprocessor utilizes this information to simulate 2 o 7 mm voxel
multiple planar and noncoplanar beams incident on homoge- Eﬁ —a— 10 mm voxel
neous and heterogeneous lattice phantoms as well as post- EEE 127
processing of the tally information. £3%

Z2¢

s §:§
[ll. McNP4A CODE MODIFICATIONS AND E82 .
ALGORITHM DEVELOPMENT E g § '

72 3% g
A. Timing analysis %

A timing analysis was performed on the code in order to 10 : : : :

determine the computationally expensive algorithms for a 0.0 0.2 04 0.6 038 Lo
coupled photon—electron simulation. Three primary algo- MCNP4A Electron Transport

. . . . P ter (ENUM)
rithms account for the run time of a simulation; photon trans- arameter

port, secondary electron transport, and the tally scheme fafic. 1. Simulation run-rate foa 6 MV point source as a function of the
scoring energy deposition. The simulation is based upon a @cnraa secondary electron production parameter, ENUM. All data values
MV isotropic point source at the center of a 380 @€ normalized to ENUM1.0.

x 30 cn? water phantom. A voxel size of %65X5 mn?
(2.16x 10° lattice elementsresults in a run rate of 1778
source particles per minute for one SUN SPARC?2 processo
A voxel size of IX1x1mn? (2.7x10’ lattice elements

decreased, the code spends more time tracking the position
bt primary photons as opposed to producing and tracking the
: i osition of secondary electrons and photons. The timing

corresponds toa run rate of 426 source particles per minut nalysis described above is based upon particle transport
approximately 4.2 times slower than the<5x5 mnv’ ex- only and does not include the overhead associated with scor-

ample. The simulation performance is based upon the nu"]hg energy deposition from photons and electrons in each

ber of phli)tonsthper mlntute,ltstartmg_frtomftma ?O"E Sourfelindividual lattice element. The simulation run rate decreases
MCNP4A allows the user 1o alter a variely ot the fundamentaly,, o ¢41or of greater than 540 as the number of tally ele-

phpton and .electron physics parameters in qrder to anqu ents increases above<i.’.

primary particle transport and secondary particle production.

In order to compare particle tracking performance with re- _

spect to primary photons and secondary particle productioﬁ" A!g_orlt_hm development for photon transport

(photons and electropsthe biasing parameters BNUM, modifications

XNUM, RNOK, and ENUM were analyzed. These variables A generalized Monte Carlo algorithm for tracking neutral
control the production of bremsstrahlung photons, electromparticles will calculate the distance to the nearest boundary
induced x rays, knock-on electrons, and photon-induced se@nd compare this value with the distance to next collision. If
ondary electrons, respectively. The default value for eaclthe minimum distance represents a collision, the appropriate
parameter is unity in order to maintain an analog simulationsubroutines are called to sample the collision type and all
As the parameter is increased greater than one, the particfmrameters relating to the post-collision energy and angle of
production is increased by that factor with an appropriatehe primary and secondary particles. If the minimum distance
weight adjustment. The opposite is true when the parametagepresents the nearest boundary, the code updates the particle
is decreased below unity. For a photon-based radiotherapgyosition from its present location into the new cell. The tim-
simulation, the biasing parameter ENUM represents the masnag analysis demonstrates that although general, the algo-
ter variable since it controls the production of photon-rithm in its present form is quite inefficient for the high
induced secondary electrons and therefore the production eésolution calculation matrices found in conventional radio-
bremsstrahlung photons, electron-induced x rays, antherapy treatment planning applications. The MCNP tracking
knock-on electrons. The overhead associated with secondasgbroutines account for the majority of time spent calculat-
electron production and transport versus primary photoring the photon position for a typical radiotherapy simulation
transport can be analyzed by comparing the run rate ofising lattice voxel sizes of 5 mm or less. This is to be ex-
MCNP4A as a function of ENUM for a given cell size. Figure pected, considering the average photon energy from a typical
1 compares the normalized run rate as a function of ENUMreatment linac. A typical 6 MV photon beam has an average
for four different voxel sizes. As ENUM is decreased from photon energy of approximately 1.9 MeV, corresponding to
unity (analog simulationto zero, the run rate increases in a a mean-free path in water of approximately 20 cm.

linear fashion, an expected result since the code is tracking The MCNP4A package will support changes to the source
fewer particles. By normalizing the data for each voxel sizecode by utilizing the PRPR preprocessor and a patch file.
to ENUM=1, the slope of each curve can be compared. FofThis preprocessor is included as part of the standemgP4A

a 10x 10x 10 mn? voxel the maximum run-rate difference is distribution package. The UCLA photon tracking modifica-
29.6%, as compared to 9.7% for a voxel size oR3 tions utilize the standardicNP4A lattice geometry as a

X 3 mnt. This comparison suggests that as the voxel size iframework for optimized transport, creating a patch file that
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Fic. 2. The timing ratio between the UCLA tracking algorithm and the Fic. 3. The timing ratio between the UCLA tallying algorithm and the
generalmcnp4a algorithms for one SUN SPARC2 processor as a function of general MCNP4A algorithm for one SUN SPARC2 processor as a function
the lattice cell size. The source is basedmpds MV point source centered  of the number of tally elements. The source is basechup® MV point
within a 30x30x 30 cn? water phantom. source centered within a 3080x 30 cn? water phantom and a 65

X 5 mn? voxel size.

replaces the generalized MCNP tracking routines with an )
algorithm designed specifically for photon transport within d0s€(MeV/g) for a homogeneous or heterogeneous lattice.
the lattice geometry. While a particle is in the lattice phan-Figure 3 illustrates the comparison between the UCLA scor-
tom the algorithm calculates the minimum distance from thdnd @lgorithms and the genenatnp4A algorithms. The num-
six bounding surfaces of the mesh cell. If the particle musPer Of tally cells range from one at the center of the phantom
cross one of the six surfaces the algorithm calculates thE 12 167, based upon a 223x 23 tally cube. The UCLA
correct surface and increments the mesh location. Figure BatCh produces a performance increase of greater than 470
illustrates the comparison between the UCLA tracking algofOr the standard pulse height tally as the number of tally
rithm and the generalicNpaa algorithm. The simulation is  €lements increases abovex 10°. For all data points tested
based upon the 6 MV point source centered within a 3ghe kerm_a tally is ap.proxmately two times faster than .the
X 30x 30 cn? lattice water phantom. For a voxel size of 5 pulse height tally. This occurs becguse the kerma algorlthm
mm, the UCLA patch provides a performance increase ofS only called once when the part{cle crosses a I'attlce cell
greater than three compared to the origimapsa simula-  Without a collision. The pulse height algorithm is called
tion. As voxel size is decreased to 1 mm, the ratio of theWice if the particle enters and exits the cell.

UCLA time to theMCNP4A time increases to a factor of ap-

proximately 4.7. IV. RADIOTHERAPY SIMULATION RESULTS

A. Radiotherapy source library

C. Algorithm development for photon and electron

: In order to utilizeMcNP4A bremsstrahlung calculations for
dose tallies

radiation therapy, the target bremsstrahlung spectrum and re-

MCNP4A supplies the user with two generalized tally algo- sultant depth dose distribution from a Philips SL-15/25 linear
rithms for scoring dose deposition; pulse height and kermaaccelerator has been modeled. Both machines are gantry
The pulse height tally scores the enefd#eV) of a photon  mounted isocentric unit€L00 cn) providing two photon en-
or electron as it enters or leaves a lattice cell. A positiveergies; 6 MV/25MV for the SL-25 and 6 MV/10MV for the
energy tally occurs from particles entering the lattice cell andSL-15. This work utilizes a two-step approach for simulating
a negative energy tally occurs when particles exit a latticehe depth dose characteristics from a linear accelerator. The
cell. The kerma tally scores absorbed d@steV/g) based first step requires a detailed simulation of the linac treatment
upon the photon energy fluence and the mass energy absofpead. This part of the simulation is calculated only once,
tion coefficient. The standardicNpP4a pulse height and since for a given energy, the geometry remains constant. The
kerma scoring algorithms currently check every lattice cell,calculated bremsstrahlung spectra, differential in energy,
regardless of whether the photon or electron has entered tlangle, and position, are used in the second step to simulate
cell. This is inefficient and poses a problem for dosimetrythe depth dose and profile characteristics of the madire.
applications that require dose scoring for large 2-D or 3-DBecause the field size changes with each individual patient,
datasets. The UCLA patch replaces the standard pulse heigtitis study simulates the movable jaws with the depth dose
and kerma scoring algorithms with a lattice specific algo-calculations, allowing for more exact simulation of the dose
rithm. The energy deposition is only scored if a photon orgradient along the beam edge and scattering effects from the
electron enters a lattice cell designated as a tally cell. Theollimator face. The mean energy of the electron beam inci-
standard pulse height tally is further modified to calculate thedent on target is typically unknown and must be obtained by
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JTarget Backing
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6MV Flattening Filter EE\T \
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Relative Photon Fluence

10°8 T T T T
Detector Tatly Plane 0 5 10 15 20 25

Energy (MeV)

CAX
:::;j‘f:‘{’;:;f;m Fic. 5. The calculated bremsstrahlung spectra for the Philips 6, 10 and 25
increments relative to MV photon beam energies. The next-event-estimator tally is located 25 cm
g‘fgcef“‘ml axis of the downstream from the front surface of the target along the beam central axis.

The three beam energies correspond to a mean electron energy on target of
Detector Tally Plane 6.8, 10.4, and 22.0 MeV for the 6, 10, and 25 MV photon beams, respec-
tively.
Fic. 4. mcNnPaa simulation geometry for the linear accelerator treatment
head. The detector tally plane is located is located 25 cm downstream from

the front surface of the target. The circular rings correspond to the setup |n order to increase the efficiency of an actual treatment
L?:aa‘;'qosgr?{r;ﬁv'xcigp‘“”'ng detectors spaced in 17 increments relative o the o i simulation the bremsstrahlung source calculations
must be redefined as a generalized source model, preferably
as a point or surface source approximation. The point source
L e . pproximation is frequently used for Monte Carlo and con-
calibrating each spectral distribution against the correspon jolution depth dose and profile calculatigh€>2"3%For the
ng depth dgse curve, an_d beam profile. A typical SOL.Jrcepurposes of benchmark calculations and treatment planning
cal|b.rat|on will employ a trlal-and-err_qr methoq by choosmg simulations, the radiotherapy source is modeled as a modi-
a swtab[e mean electron energy ez’g'“”g the ﬂ'ght tube. Th'?ied point source whose location is defined by the virtual
method is also used by Rogezsal. 2§°r cqlculatmg elec- SSD of the Philips machingsand a Gaussian distribution
tron fluence spectra and Loveloekal =’ for simulating pho- FWHM=1.5 mm§>%in the x andy dimensions. In addi-
ton fluence spectra. The energy distribution of the electrorﬁion to position, theucNP4A point source allows the user to

S . o ; -%%mple for energy and polar angle. The angular distribution
distribution with a standard deviation of approximately 3%,iS sampled as the cosine of the polar angk with an in-

baged upon the SLT?S techmcal documentau.or.].and ConVe{énsity weighting based upon the integrated photon fluence
sations with the Philips engineers. After the initial electron or each radial tally ring

energy is chosen, the bremsstrahlung phase space is scored at
a point 25 cm downstream from the target. This consists o
tallying the energy, angular, and spatial distribution of the
bremsstrahlung spectra between the monitor chamber and the The RTMCNP SL-15 and SL-25 source library was
upper surface of the multileaf collimator. TiveNP4A next-  benchmarked against standard depth dose and profile mea-
event estimatofring or point detectgris used to tally the surements. Figure 6 illustrates the comparison between
bremsstrahlung energy distribution. Each ring is positionedicNP4A depth dose calculations and water phantom mea-
as a function of the subtended angle from the target in 1%5urements for the 6, 10, and 25 MV photon beams from the
increments(see Fig. 4. This produces a simulated detector Philips SL15 and SL25 linear accelerator. The measurements
array that calculates the photon fluence, differential in energyere performed using a PTW water phantom and a
and position. We have previously companadnp4a thick  0.125 cni PTW ion chambefModel# N233642, with a ma-
target bremsstrahlung calculatidhsversus the measure- chine SSD equal to 100 cm at the surface of the water phan-
ments of Faddegoat al?® for 15 MeV monoenergetic elec- tom. Three field sizes were testedx5 cn?, 10X 10 cnf,

trons incident on targets of Be, Al, and Pb. This analysisand 15< 15 cn?. The depth dose calculations utilize a cylin-
shows thatMCNP4A is capable of calculating the integrated drical tally cell with a grid spacing of 2 mm along the beam
bremsstrahlung yield within 6% of measurement for anglesentral axis and a cylinder radius based upon one-tenth the
less than 60°. Furthermore, the calculated mean energy &ze of the open field. This produces a tally radius of 5, 10,
within 7% of the values derived from measurement for alland 15 mm for the %5, 10<10, and 1% 15 cnt field
angles tested. Figure 5 illustrates the 0°, central-axis bremsizes, respectively. The photon and electron low-energy cut-
strahlung spectra for the Philips 6, 10, and 25 MV beanoff was 10 and 500 keV, respectively, for the Monte Carlo
energies. calculation. The mean electron energy on target is 6.8,

E. Homogeneous phantom benchmarks
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Fic. 6. The comparison oficnpaa depth dose calculations versus water
phantom measurements for the 6 M&a), 10 MV (6b), and 25 MV (6¢)
Philips SL-15/25 photon beams. The<5 and 10< 10 cnt field size data

12 16 20 24 28 32
Depth (¢cm)

(7a)

Fractional Depth Dose

-6 -12 -8 -4 0 4 8 12 16
Profile Distance (cm)

h) 25MV(10x10)
1.0

087 10MV(5x5)

Fractional Depth Dose

Profile Distance (cm)

Fic. 7. The comparison of theicnpsa profile calculations versus water
phantom measurements for the 6 M¥8), 10 MV, and 25 MV(7b) Philips
SL-15/25 photon beams. The<® and 10< 10 cn? field size data have been
scaled for inclusion on the same graph, with all curves normalized to the
beam central axis. ThecNP4A calculations have ad uncertainty of less
than 2% for all data points tested.

than or equal tal,,,,, the average ratio of thecnP4A cal-
culation to ion chamber measurement is 0995012,
0.994+0.015, and 0.9980.018 for the 5¢5, 10x 10, and
15x5cn? field size, respectively. The 25 MV, 10

X 10 cnf, and 15< 15 cnt field size calculations represent a
composite dose distribution of primary source photons and
contamination electrons. The electron depth dose simulation
is based upon a surface contamination source at the same
position as the bremsstrahlung ring detector setup. The re-
sultant electron depth dose curve is scaled according to the

have been scaled for inclusion on the same graph with all curves normalizeklative numbers of photons and electrons crossing the ring

to dhax- TheMeNpsa calculations have adluncertainty of less than 2% for
all data points tested. Electron contamination effects have been included f
the 10< 10 and 15 15 cn?, 25 MV photon beam comparisons.

detector tally plane and added to the photon depth dose

®urve. The largest discrepancies between calculation and

measurement occur in the buildup region for the<1® and
15x 15 cnf, 25 MV photon beam comparisons. This is
mainly due to approximations associated with the contami-

10.4, and 22.0 MeV for the 6, 10, and 25 MV photon beamsnant electron source distribution and the scaling procedure.
respectively. This variable represents the final calibration en- Figure 7 illustrates the comparison betwe&INP4A pro-

ergy for the bremsstrahlung spectral calculation. There ifile calculations and water phantom measurements for the
good agreement for thecNP4A calculations versus measure- three photon beam energies. The measurement and simula-
ment in all parts of the depth dose curve, including thetion setup is identical to the depth dose comparison, except
buildup region. For the three beam energies at depths greatfar the profile tally plane. The profile measurements were
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taken through the A-B plan&ross-tablg at a depth of 10 121 ! 35 Heterogencly
cm in the water phantom. ThecNP4A simulations are based | i !
upon the same orientation, with 2 mm tally cell spacing 10 / 2
along the profile axis. In general, MCNP agrees to within 3% ;

of measured profile values within the 50%-100% isodose
range. In the penumbra tail regigh0%—20% isodose level

MCNP underestimates the dose profile by as much as 15%.
The point source sampling model does not adequately ac-
count for the extrafocal source component from the actual |
treatment head, creating a narrower penumbral width, a re- 0,4.;5
sult that is consistent with the deterministic model of Sharpe

06711

Fractional Depth Dose

------------- Conventional Algorithm

Film Measurements

TLD Measurements

o

g U

et al** This limitation can be addressed by moving away 02 . . T Mo
from the point source model toward a complete phase-space “o 2 6 8 10
source distribution at the exit of the monitor cham#fet® Depth (cm)

Fic. 8. High-density benchmark comparison between TLD measurements,
C. Heterogeneous phantom benchmarks film measurements, and thenpaa simulation and conventional treatment

A high-d it d d ity het it hant planning calculations for the 10 MV photon beam. The field size is 10
Igh-density and low-aensity heterogeneity phantom, ;g .7 yith a SSD of 95.0 cm to the top of the phantom. All data sets are

was used to compar®ICNP4A calculations with measure- normalized to a depth of 5.0 cm.

ments. The high-density heterogeneity phantom of Master-

sonet al3® consists of a %310 cn? cortical bone insert

inserted into a 2%25x 25 cn? polystyrene support base calculations, and a conventional treatment planner for the 10
with 28 TLD-100 rod inserts. The composition of the cortical MV photon beam. The measurement and calculation com-
bone insert is based upon the SB5 formulation of WHite parisons were also performed for the 6 and 25 MV photon
with a mass density of 1.87 g/émThe low-density hetero- beams. The conventional algorithm calculates the photon
geneity phantom is based upon a standard water-lung—watdose to a point in a phantom by summing the primary and
slab design consisting of 13 cm of dry water, 7.5 cm ofscattered dose components based upon empirical fits to mea-
low-density foam, and 15 cm of dry water with a cross-sured water phantom data. The Wong—Henkelman correction
sectional area of 3030 cnt. The dry water is manufactured factor is used to account for bulk heterogenefflemd the

by Radiology Support Devices, Inc. and has a mass densitgquivalent tissue—air-rati¢ETAR) method of Sontag and

of approximately 0.975 g/ctn A 7 mm cylindrical insert is  Cunningham is used for CT-based correction factomhere
machined in one dry water slab for acceptance of a standaid good agreement between tiveNP4A calculations and
PTW ion chamber. The low-density foam slabs are manufacmeasurements for the three beam energies. The error bars
tured by the Dow Chemical Company and have a mass derfene standard deviatigrfor the calculations and the mea-
sity of approximately 0.035 g/ctn Each individual foam surements overlap for the majority of data points. At shal-
slab has an approximate thickness of 1.88 cm based updawer depths the film dosimetry underestimates the dose
standard block cutting foam for electron blocks 7 mm  compared taucNP4A. This is probably due to phantom de-
cylindrical insert is machined along the central thickness ofign limitations using the readypack film, creating an air gap
one foam slab for acceptance of a standard PTW ion chanat the phantom entrance. The agreement of the conventional
ber. algorithm with film measurement and thecNpP4A calcula-

The measurement setup for the high-density heterogeneityon reveals a similar trend for all three energies. Within the
is based upon a field size of A0 cnf and a SSD of 95 cm  bone heterogeneity there is good agreement due to the nor-
to the top of the phantom, with the beam central-axis symmmalization point, but for depths beyond the heterogeneity the
metric through the bone heterogeneity. This places the maonventional algorithm consistently overestimates the depth
chine isocenter at the center of the bone in§ELD position  dose. At a depth of 10 cm from the surface of the phantom,
#18). This location was chosen as the normalization point inthe conventional system calculates a depth dose that is 5.6%,
order to match an exact TLD location and remain close td8.9%, and 17.6% greater thartNP4A calculated values for
dmax ON the descending portion of the depth dose curve. Théhe 6, 10, and 25 MV photon beams, respectively. The
central-axis depth dose measurements utilize TLD positiongreater difference with increasing beam energy can be ana-
#13—#24. Film densitometry was also performed by posilyzed by examining the pair production cross section for the
tioning an X-OmatV readypack symmetrically through the SB5 heterogeneity. Using the photon attenuation data of
center of the phantom. Th&cCNP4A simulation setup was [ICRU44 and the central-axis beam spectra for the three beam
identical to the measurement setup including the geometrygnergiegFig. 5 a fluence-weighted average for the pair pro-
material, and position of the 12 LiF TLD rods. The low- duction and total mass attenuation coefficient was computed.
energy photon and electron cutoffs were set to 10 and 500he fraction of photons attenuated within the SB5 material
keV, respectively, for particle transport throughout the simu-due to pair production events is 1.4%, 3.4%, and 8.0% for
lation geometry. Figure 8 provides a benchmark comparisothe 6, 10, and 25 MV photon beams, respectively. This rela-
between the TLD measurements, film dosimetw;NP4A  tive increase with energy is in qualitative agreement with the
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Fic. 9. Low-density benchmark comparison between ion chamber measure-
ments and the&icnpPsa and conventional treatment planning calculations for
the 10 MV photon beam. The field size is% cn? with a SSD of 100.0 cm

to the top of the phantom. All datasets are normalized,{g,.

I\_/IonFe Carlo comparisons given _above' The E_TAR COI’I’eC-FIG' 10. The RTMCNP calculated dose distribution through the central-axis
tion is based upon electron density values derived from thgiice for a typical lung boost treatment plan using a beam energy of 10 MV
original CT scan and therefore only accounts for changes iand a field size of &8 cn?. The simulation is normalized to the isocenter.

the incoherent scattering cross sections between polystyrene

and SB5. It should be noted that this comparison applies Oan/l kie et al% who sh d the infl f lateral elect
to the physics of photon and electron transport within the acieet al, “ who showed fhe Infiience of lateral electron
catter as a function of field size and beam energy. Solberg

idealized geometry of the high-density heterogeneous phar? . i . .
tom. There are very few locations within the human bodyet al*! extended and verified this analysis by studying the

with the consistent thickness and composition of Corticalsecondary_bundup_reglon following an air gap as a function
bone. of small circular fields used for stereotactic radiosurgery.

The measurement setup for the low-density heterogeneitr%’he conventional algorithm consistently overestimates the

is based upon a SSD of 100 cm to the top of the phanto ose within the foam slab and secondary buildup region.

with the beam central axis symmetric through the phantong_ll_':R'sh t? be exptected S'?.Ce thethW;n%—Hert]keIman tafnd
and a field size of %5 cn?. The measurements were taken eterogenetly correction methods do not account for

with a PTW-0.125 crrion chamber(N233642 and a Kei- se_condary glectron transport effe_cts. The conventional calcu-
thley 35614E electrometer. Th@CNP4A simulation setup Igtlons are in good agreement W't.h the Monte Carlo calcula-
modeled the solid water and low-density foam as closely a jons and meas_“re.mems for points beyond the secondary
possible based upon the approximate elemental compositi pildup region, indicating the cqrrect treatment of photon
and mass density supplied by the manufacturer. The Iov\f-itt(:“nuat'On through the low-density slab.

energy photon and electron cutoffs were set to 10 and 308 Mediasti reatment planni .

keV for photons and electrons, respectively, within the phan-" ediastinum treatment planning comparison
tom. All measurements and calculations were normalized to The mediastinum treatment planning analysis represents a
a depth of approximately 5.5 cm corresponding to the firsgualitative comparison of the Monte Carlo method versus a
measured data point. Figure 9 provides a benchmark contonventional treatment planning algorithm. The setup is
parison between the UCLA ion chamber measurementdased upon a standard AP/PA two-field setup with the tumor
MCNP4A calculations, and the conventional algorithm for thelocated along the posterior wall of the right lung. The patient
10 MV photon beam. There is good agreement with respeds positioned in the supine position and irradiated isocentri-
to the ion chamber measurements aralP4A calculations. cally with an anterior—posterior fieldAP) and posterior—

For points within the foam slab there is a sharp dropoff in theanterior field(PA) using a beam energy of 10 MV and a field
depth dose curve due to the loss of lateral electronic equilibsize of 8<8 cn?. The RTMCNP simulation was setup using
rium. The depth dose curve exhibits a small buildup regior27 slices of the original CT scan, a slice spacing of 5 mm,
upon entering the downstream solid water section as ele@nd a calculation matrix of 6464. This produces arR-z
tronic equilibrium is reestablished. The effect of statisticalvoxel size of 4.4 4.4 mnf in the axial plane and a 5.0 mm
uncertainty is apparent for Monte Carlo calculated pointsy-voxel size based upon the slice thickness from the original
within the foam slab. This is expected, given the lower pho-CT scan. The isocenter location is identical for the conven-
ton interaction cross section for the foam heterogeneity vertional planner and RTMCNP and represents the normaliza-
sus the solid water phantom. The depth dose characteristit®n point for both calculation schemes. Figure 10 illustrates
described above are consistent with the original analysis ahe axial dose distribution through the central slice for the
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—> -« factor of greater than 2 within the right lung. The underdose
Posterior Anterior within the field border and overdose within the lung has
W implications for tumor control and normal tissue complica-
tions, respectively. Peregt al*? evaluated the results of a
Radiation Therapy Oncology GrouRTOG 73-0) study
penter regarding tumor control and overall survival for lung cancer
patients treated with radiation. A total dose of 6000 cGy
versus 4000-5000 cGy resulted in a higher complete re-
sponse rate, intrathoracic tumor control, and three year sur-
vival. Marks presented a comprehensive overview of the pul-
monary effects of thoracic irradiatidi. The overall
RIMONP conclusion states that the total radiation dose as well as the
----- Conventional volume of lung irradiated represent the two most important
. - - beeeer factors for predicting short-term and long-term lung injury.
A5 1296 3 003 6 9 1215 Implicit in these studies is the ability to accurately calculate
AP/PA Depth (cm) the three-dimensional dose distribution within the lung; an

Fic. 11. A comparison of the AP/PA dose profile for the lung boost treat-,area where Monte Carlo methods can prowde a S|gn|f|cant

ment plan calculated with RTMCNP and the conventional treatment planJMPprovement over existing methods.
ner. The profile is taken through the isocer(see Fig. 1D

12

1.01

0.81

0.6

0.41

Fractional Depth Dose

0.21

RTMCNP calculations. Figures 11 and 12 compare the
central-axis dose distribution through the isocenter for thay, CONCLUSION
AP/PA field and RIGHT/LEFT profile, respectively. The
AP/PA central-axis comparison shows good agreement, ex- This study indicates thaticNP4A is a suitable candidate
cept within the buildup region. The conventional calculationsfor photon-based radiotherapy calculations due to its special-
are based upon empirical fits to measured data and the fittinged lattice geometry package and versatile source structure.
procedure does not accurately model the dose distributiohe code package is maintained and modified by the Monte
between the surface and the maximum dose point. The praZarlo Transport Group at Los Alamos National Laboratory
file comparison illustrates the largest difference between RTand is distributed through the Radiation Shielding and Infor-
MCNP and the conventional system and clearly shows thenation Center(RSIC). The RTMCNP graphical user inter-
effect of lateral electron spreading into the right lung. RTM-face developed at UCLA currently allows the user to auto-
CNP predicts a smaller dose between the isocenter and theatically set up McNP4A input files using the lattice
right field border and a larger dose between the right fieldyeometry, an option that allows for homogeneous or hetero-
border and the right chest wall. The conventional systengeneous dose calculations within individual voxel elements.
overestimates the dose by up to 23% between the isocent®he performance analysis indicates the code spends the ma-
and the right field border and underestimates the dose by jarity of time tracking the position of source photons through
the lattice geometry as well as tallying the energy deposition
for individual lattice elements. Patch modifications to the

J transport within heterogeneous media. This system is not in-
0.0 i ; : ; . tended to replace conventional treatment planning systems
A5 050 50 15 but can serve as an analysis tool for retrospective clinical

RT/LT Profile Depth (cm) comparisons and conventional algorithm development. Fu-
Fic. 12. A comparison of the lateral dose profile for the lung boost treatmeni)ure work wil .ancentrate (_)n performance modifications,
plan calculated with RTMCNP and the conventional treatment planner. Thd€nchmarks, C|_|n|ca| comparisons, and the development of a
profile is taken through the isocent@ee Fig. 1D PC-based multiprocessor computing platform.

g:ilgegi wall BRf)gr‘(‘;er Isocenter  prdiine tranqurt subroutines_have produce_d a run rate difference of
approximately 4.7 using a voxel size of 1 finThe tally
12 R Conventional modifications produce run-rate gains of approximately 470
X\ —— RTMCNP based upon a tally section of greater thax 1I0* lattice el-
107 ; ements and a voxel size of 5 MnThe patch file developed
;é 08 for this work is easily integrated into the standardnPaa
s : executable and is available to any interested user. There is
g“ 0.6 | satisfactory agreement betwesitNP4A and measured data
E for a variety of homogeneous and heterogeneous benchmark
'§ 0.4 . comparisons. The mediastinum treatment planning compari-
= ] son emphasizes the need for a complete dosimetry system
021 ’ k that will account for all aspects of coupled photon—electron
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